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Abstract—The coexistence between enhanced Mobile Broad-
band (eMBB) and Ultra Reliable Low Latency Communications
(URLLC) is challenging in modern communication systems. To
support such diversity, Multi-access Edge Computing (MEC)
and Network Function Virtualization (NFV) emerge as com-
plementary paradigms that shall offer fine-grained on-demand
distributed resources closer to the User Equipment (UE). In
this work, we address the combination of MEC, NFV and
dynamic virtual resource allocation to overcome the challenge of
resource dimensioning in the network edge. A Continuous Time
Markov Chain (CTMC) based model was designed to evaluate
how requests are managed by the virtualization resources of
a single MEC node, with a primary focus on meeting the
requirements of both eMBB and URLLC services. Practical
factors such as resource failures, service prioritization, and setup
(repair) times were integrated into the formulation. Some of our
key findings include the idea that higher eMBB arrival rates
decrease availability and increase response times, while URLLC
availability remains stable, and that the container setup rates and
failure rates substantially affect both availability and response
times, with higher setup rates enhancing both availability and
reducing response times.

Index Terms—Multi-access Edge Computing, Ultra-Reliable
Low-Latency Communications, Continuous-Time Markov Chain,
Network Function Virtualization, Enhanced Mobile Broadband,
Dynamic Resource Allocation

I. INTRODUCTION

The synergy between MEC and NFV is key for advanc-
ing the challenge in the coexistence of URLLC and eMBB
services, which lies in their divergent requirements, efficient
resource allocation, interference minimization, and consistent
performance [1]. In particular, while MEC empowers the host-
ing of virtualized network functions (VNFs) and applications
closer to the end-users, reducing the latency and enhancing the
overall reliability, NFV facilitates dynamic resource allocation,
aligning network capacity with demand fluctuations, besides
enabling content to be cached and processed at the network
edge, further ensuring rapid response times [2]. While it
enables a broad spectrum of use cases, the simultaneous op-
eration of eMBB and URLLC introduces multiple challenges,
especially regarding dynamic resource allocation within the
MEC-NFV domain to balance the contrasting requirements of
different use cases [3]. To enable the coexistence of eMBB

and URLLC services, the concept of Network Slice is pivotal.
It plays a fundamental role in enabling the shared utilization
of physical infrastructure, allowing for the creation of multiple
virtual networks.

Although multiple works have addressed the coexistence of
different service types in 5G networks, the majority focus on
radio resource allocation [3]- [5], leaving a gap on relevant
resource provisioning factors. Notably, prior research often
presupposes fault-free cloud environments [8] or with instan-
taneous provisioning times [7] which may not align with the
remaining components of the 5G network. Furthermore, most
studies often do not consider that other service subcategories
may widely differ [9] and neglect, among others, the overhead
caused by virtualization. For instance, in the VNF instance
boot process, energy is consumed, and resources are allocated,
yet services remain unattended, impacting, the response time
and making critical services such as URLLC unfeasible.

This paper addresses the combination of MEC, NFV, and
dynamic virtual resource allocation within the context of the
URLLC and eMBB coexistence. We propose a Continuous
Time Markov Chain (CTMC) based model to characterize
the dynamic virtual resource allocation for both URLLC and
eMBB services and analyze their availability and response
times. In addition, practical aspects such as resource failures,
service prioritization, and setup (repair) times have been
incorporated into the model, as they can incur significant
impacts on the 5G applications’ requirements. Moreover, the
MEC-NFV node model encompasses dynamic scaling capa-
bilities and service prioritization to accommodate the two
5G service categories. Some of our key findings include the
idea that higher eMBB arrival rates decrease availability and
increase response times, while URLLC availability remains
stable. Moreover, the container setup rates and failure rates
substantially affect both availability and response times, with
higher setup rates enhancing availability and reducing response
times. Also, the number of containers emerges as a significant
factor, enhancing both availability and response times, while
buffer sizes mainly impact response times.

The remainder of this paper is organized as follows. Section
II describes a CTMC-based model for a single node NFV-



MEC, assuming a virtual environment featured with containers
that process both URLLC and eMBB requests. Section III
presents the model validation and a result analysis obtained
by extensive discrete-event simulations. Finally, Section IV
provides concluding remarks and highlights future directions.

II. SYSTEM MODEL

We assess the performance of a MEC node, where both
eMBB and URLLC requests (packets) originated from UEs
are processed by the RAN, passed to the MEC node and are
handled by containerized VNFs, which are scaled accordingly.
This model was designed in isolation from the RAN, Core,
and Central Cloud, hence, the only uncertainty is due to the
virtual components themselves, i.e., setup, failure, and repair
events. The system consists of a finite amount of containers
and buffer positions that can be allocated to each type, with
each VNF running equally and independently on a single
container, and where a centralized control unit determines the
request admission. An admission occurs if there are enough
resources (available containers or buffer positions). If so, each
request may be processed or queued.

In order to cope with sudden load variations, a dynamic
VNF auto-scaling strategy was embedded into our formulation.
Thus, before the proper processing stage, the containerized-
VNF must be initialized, which incurs a delay (setup time).
In addition, failures may take place during service and its
respective repair time is also incorporated into our model. In
this case, the containerized VNF is restarted, and the request
is either reallocated to another available container or, if there
are no available resources, it is placed back in its respective
service queue with higher priority than new requests. In both
cases, the service processing is restarted.

We also adopt service prioritization as follows: (1) if there
are both URLLC and eMBB services to be served, URLLC
services have higher priority, thus, the containers that are being
released or activated are allocated first to URLLC services.
(2) In the case where there is a URLLC service waiting in
queue for available resources and an eMBB service has been
completed, the released container is restarted to be used by
the URLLC service. However, if there are other available
containers, the current one will be allocated to a sequential
eMBB service or deactivated if the eMBB queue is empty. (3)
The preemption of the lower-priority service (eMBB) that is
being processed is not allowed.

The system is modeled using an M/N/c/k+K queue with
two user types, prioritization, failure, initialization time, FCFS
service discipline, and a limited buffer for each user type.
k and K represent the maximum number of URLLC and
eMBB users in the system, respectively. The model states
are denoted by the tuple (i, j, l,m), where i, j, l,m ∈ N ,
with i and j representing the number of URLLC and eMBB
services, and l and m the number of active containers for
each user category, with l + m being smaller or equal to
the maximum number of containers (c). The service arrivals
follow a Poisson process with rate λu for URLLC services
and λe for eMBB. The service processing is provided by the c

available containers, with an exponentially distributed service
time with rates µu for URLLC and µe for eMBB. Similarly,
the failure occurrence and container initialization time follow
exponential distributions with rates γ and α, respectively.
Fig. 1 summarizes all possible CTMC transitions and states,
with its respective parameters. By computing the steady-state
probabilities (π) of the model, useful metrics may be derived
to analyze the system performance as follows.

Fig. 1. Generic CTMC State Diagram

A. Availability

The MEC and NFV combination has been widely acknowl-
edged for its potential to reduce latency and enhance reliability
by placing virtualized network functions and applications
closer to the UE. However, the limited resources of edge nodes
impose constraints on their service capacity, which is typically
known as availability. Consequently, when the maximum ca-
pacity is reached, two primary alternatives emerge: forward the
exceeding flow to a neighboring MEC node or redirect it to
the central cloud [10]. These alternatives involve establishing
a new route comprising multiple intermediate hops, which
can introduce significant uncertainty concerning latency and
reliability. As a result, it is essential to analyze the availability
of edge nodes. In our model, the MEC availability refers to the
system’s ability to offer the minimum amount of functional
and accessible VNFs or buffer positions. In addition, due
to the service prioritization, the MEC node availability is
segmented in terms of each service type, i.e., URLLC (AU )
and eMBB (AE) respectively, as in Eqs. 1 and 2, which are
obtained by summing the probabilities of all states except
those representing full capacity for each type of service.

AU = 1−
K∑
j=0

c∑
l=0

min(c−l,j)∑
m=0

πk,j,l,m (1)



AE = 1−
k∑

i=0

c∑
m=0

min(c−m,i)∑
l=0

πi,K,l,m (2)

B. Response Time

Response time assumes a crucial role in URLLC applica-
tions, although it is also relevant to the eMBB. Recognizing
that the significance may vary depending on the service
category, the response time for each category has been defined.
It is defined as the interval between the arrival of the service
(at the MEC-NFV node) and its conclusion, which includes
any configuration/restarting times if these events occur. The
Eqs. 5 denote response times for URLLC and eMBB services,
which are calculated by dividing the average number of online
services into each category as in Eqs. 3 and 4 and their
respective admission rates in the MEC-NFV node.

UU =

k∑
i=0

K∑
j=0

min(c,i)∑
l=0

min(c−l,j)∑
m=0

iπi,j,l,m (3)

UE =

k∑
i=0

K∑
j=0

min(c,i)∑
l=0

min(c−l,j)∑
m=0

jπi,j,l,m (4)

TU =
UU

λUAU
;TE =

UE

λEAE
(5)

III. VALIDATION AND ANALYSIS

The analytical results (lines) were validated against discrete-
event simulations (markers) (Figs. 2a-4d), using a Coloured
Petri Nets-based simulator. The main parameters were set
following a subset of the 3GPP Release 16 (TR 38.824)
[11]. In the first scenario (Section III-A), the impact of
each user type on each other by adopting multiple eMBB
request rates (λE) was evaluated. Each subsequent scenario
simultaneously assesses the influence of a pair of parameters,
container setup rate (α) and failure rate (γ) in Section III-B,
which may represent hardware and software improvements
that reduce the time in which network functions are made
available to process services, and the use of components
with different reliability to provide the service, respectively.
Finally, the variation of URLLC service rate (µU ) and eMBB
service rate (µE) in Section III-C, with aims at illustrating
how enhancements in service request process speed (e.g.,
achieved through the utilization of advanced processing units
and optimized algorithms) can positively impact the system’s
overall functionality. In all scenarios, the arrival of the URLLC
services (λU ) ranged from 2.5 to 25 requests/ms to analyze
system performance under different URLLC loads. Unless
stated otherwise, the baseline values for failure (γ) and setup
rates (α) were set to 0.001 and 1 unit/ms, respectively, in
accordance with [12]. The remaining parameters are in Table
I. The results represent the average of each metric, considering
10 simulation instances, with 2700000 steps and 2200000
services attended each, and a confidence interval of 95%.

A. Effects of the eMBB load (λE)

This scenario evaluates the impacts of the eMBB service
request arrival rate, which ranges from 5 up to 30 arrivals/ms.
The resulting curves represent the adopted eMBB loads, where
the blue curves (light and dark) correspond to small loads (5
and 10, respectively), green and yellow to medium loads (15
and 20, respectively), and red and orange to higher loads (25
and 30, respectively).

Figs. 2a-2b depict the Availability as strictly decreasing
curves. Notably, the Availability for eMBB users (Fig. 2a)
displays a greater disparity among the configurations, whereas
the results for URLLC users (Fig. 2b) exhibit overlapping pat-
terns. This aligns with our expectations, given that the URLLC
category is accorded higher priority over eMBB, rendering
the eMBB arrival rate (λE) inconsequential for the URLLC
Availability. Conversely, in Fig. 2a, eMBB users contend for
unoccupied containers. As the curves represent varying eMBB
user loads, the overall eMBB Availability fluctuates, with
higher values corresponding to curves indicating lower eMBB
arrival rates (e.g., λE = 5 and λE = 10). Consequently, the
curves in Fig. 2a have a more pronounced decline compared to
those in Fig. 2b, as the former is influenced by both eMBB and
URLLC arrival rates while the latter is solely influenced by the
URLLC arrival rate. Moreover, the eMBB Availability (Fig.
2a) converges to zero at λU = 22.5, whereas the URLLC’s
(Fig. 2b) remains above 80% at the same point. These findings
appear reasonable for the majority of future service categories,
but are considered suboptimal for URLLC standards.

Regarding the Response Time (Figs. 2c-2d), significant
disparities can be observed, starting with the employed scale.
In Fig. 2c, the Response Time for eMBB users exhibits a wide
range of values spanning from 1 ms up to 300 ms. In contrast,
Fig. 2d depicts a considerably narrower range, with the Re-
sponse Time for URLLC users ranging from 0.8 ms to 0.94
ms, these values indicate that across all load scenarios assessed
in this configuration, the latency requirements for delivering
all URLLC services listed in Table II are consistently met.

Despite these distinctions, the curves in both figures exhibit
substantial overlap across the majority of the evaluated points,
ultimately converging to the same final value. However, the
key distinction lies in their respective behaviors. In Fig. 2c,
the curves demonstrate a monotonically increasing trend, while
Fig. 2d displays a sudden drop in the Response Time for
URLLC users until λU = 10. Beyond this, all curves resume
an upward trajectory, converging to 0.89 ms at λU = 25,
which is lower than the initial value of approximately 0.94
ms at λU = 2.5. This unexpected behavior can be attributed
to the container setup delay, during which requests await the
container loading completion. Consequently, all curves experi-
ence a decrease in Response Time from λU = 2.5 to λU = 10,
followed by a steady increase. However, the Response Time
values do not reach the same levels as at λU = 2.5, as all
containers have already been initialized. Additionally, in Fig.
2d, slight variations are observed in λU = 2.5 to λU = 7.5,
attributed to the presence of eMBB users. These users also



TABLE I
EXPERIMENT SETS

Section Varying Parameters λE α γ µU µE C K k
III-A λE 5,10,15,20,25,30 1 10−3 2 2 10 20 20
III-B α, γ 10 1,2,4 10−2, 10−3 2 2 10 20 20
III-C µU , µE 10 1 10−3 1,2,4 1,2 10 20 20

(a) eMBB Availability (b) URLLC Availability (c) eMBB Response Time (d) URLLC Response Time

Fig. 2. Effects of the eMBB load (λE )

TABLE II
EXAMPLES OF EMBB AND URLLC APPLICATIONS.

Work Use Case Latency Category
[1] Smart Transportation 10 - 100 ms URLLC
[1] Robotics/Telepresence 1 ms URLLC

[13] FWA 4 ms eMBB
[14] 8K Video Streaming 20 ms eMBB

contribute to container (re)initializations, when an eMBB
request is completed and immediately followed by a URLLC
request, triggering a new initialization process, which explains
the small differences among the curves in this interval.

B. Effects of the container setup rate (α) and service failure
rate (γ)

This section evaluates the impact of varying the container
setup rate (α) in combination with changes in the service
failure rate (γ). The availability of eMBB services (Fig.
3a), exhibited significant variations among the curves with
different setup rates (α = 1, α = 2, and α = 4), while
overlapping with configurations having the same setup rate
but different failure rates. Notably, the absolute differences in
availability reached up to 30% for λU = 10 when comparing
the α = 1 (light and dark blue) and α = 4 (red and orange)
configurations. Higher container setup rates were observed to
result in increased availability and reduced user waiting times
in the buffer. Interestingly, the experiment revealed that even
when the service failure rate was increased by a factor of
ten, it did not significantly impact the availability for eMBB
users, which can be attributed to the buffer’s capacity to ac-
commodate failed service requests. Moreover, consistent with
the previous scenario, the availability for eMBB applications
diminished rapidly across all configurations, in contrast to the
URLLC availability shown in Fig. 3b, which experienced a
comparatively smaller impact due to its higher priority.

Regarding the availability for URLLC users (Fig. 3b), it
was observed that the container setup rate (α) had a relatively

minor impact compared to the eMBB case. Specifically, the
differences in availability among the curves with different α
values were limited to approximately 2% at λU = 15, when
comparing the α = 1 (light and dark blue) and α = 4 (red
and orange) configurations. As for the impact of different
failure rates, a more pronounced difference was noted when
compared to the eMBB case in Fig.3a, where overlapping
occurred. For the URLLC, container failures produced a slight
difference among the curves with the same α, making it
possible to distinguish between, for instance, the light and
dark blue curves. In other words, the URLLC is significantly
more sensitive to the failure rate than the eMBB.

When examining the eMBB Response Time (Fig. 3c), it
becomes apparent that a higher container setup rate leads to
a reduced response time, as expected. Initially, since there is
little competition for resources between eMBB and URLLC
users, the difference between the evaluated configurations is
of a few milliseconds. However, as the URLLC request arrival
rate intensifies, this disparity becomes more pronounced. The
increasing URLLC arrival rate creates a higher demand for
resources, and since it has a higher priority, the eMBB requests
are interrupted, either restarting service in another container
or waiting in the buffer for available resources, causing the
eMBB response time to be more affected. In such cases, only
configurations with a α of 4 have the capacity to handle high-
resolution video streaming services, which demand a latency
of under 20 milliseconds [14] when λU reaches 20 arrivals
per millisecond. It was also noticeable that the failure rate
had little impact in this experiment, which explains the pair
of overlapped curves with the same values of α.

With regards to the Response Time of URLLC users (Fig.
3d), the container setup rate has a more pronounced impact
compared to the previous scenario in Fig. 2c, where the only
varying parameter was λE . This is particularly evident at the
initial stages of the curves when containers are predominantly
powered off or allocated to the eMBB users. During this
period, the low arrival rate of URLLC services translates to



(a) eMBB Availability (b) URLLC Availability (c) eMBB Response Time (d) URLLC Response Time

Fig. 3. Effects of the container setup rate (α) and service failure rate (γ)

shorter waiting times for a container to become available,
reducing the overall response time. However, as the URLLC
service arrival rate increases, this disparity diminishes, ulti-
mately converging towards the end of the curves when the
majority of containers are occupied by URLLC services.

Furthermore, it is noteworthy that a higher failure rate leads
to an increase in the response time, since the failure occurrence
becomes more frequent, especially for higher λU values,
impacting the service time due to the need for container resets.
However, similarly to the Availability in Fig. 3b, this remains
relatively insignificant compared to the differences caused by
altering the setup rate. This results in a more distinguishable
difference among the pair of curves that were overlapping
(e.g., light and dark blue). Finally, as the curves approach
the system’s capacity, a greater number of containers remain
active to accommodate the incoming service requests, resulting
in a temporary decline in the response time. Nevertheless,
as resource competition intensifies within the URLLC service
category, the response time gradually escalates once again and
all curves tend to converge around 0.9 ms. At this point, all
configurations remain capable of providing service to robotic
and telepresence systems, which require a latency of 1 ms [1].

C. Effects of the URLLC service rate (µU ) and eMBB service
rate (µE)

This section aims to assess the influence of different service
rates on each user type, specifically the URLLC service rate
(µU ) and the eMBB service rate (µE). Fig. 4a illustrates that
a higher eMBB service rate leads to increased availability for
this service category, particularly in the leftmost region of the
graph. For configurations with the same µU values, the curve
with µE = 2 exhibits higher availability compared to those
with µE = 1. For example, at λU = 7.5, the configuration
with (µU = 2, µE = 1) demonstrates an availability of
38%, while its counterpart (µU = 2, µE = 2) exhibits
62%, representing a significant difference of 24%. However,
this effect diminishes as the URLLC arrival rate increases,
resulting in convergence at the rightmost part of the graph.
Moreover, a higher URLLC service rate implies less time
spent by these requests monopolizing the resources, leading
to greater availability. This explains why configurations with
µU = 1 and µU = 4 are shifted to the left and right,
respectively, compared to the adopted baseline (µU = 2).

From the perspective of URLLC user availability (Fig.
4b), it is observed that the eMBB service rate (µE) has an
insignificant impact on this performance metric, resulting in
overlapping curves. Conversely, higher URLLC service rates
(µU = 2 and µU = 4) lead to greater availability as the
requests are serviced more rapidly. For instance, at λU = 20,
configurations with µU = 1 (light and dark blue) exhibit an
availability of approximately 50%, while those with µU = 2
(green and yellow) achieve around 88%, i.e., a substantial
difference of 48%.

Regarding the eMBB response time (Fig. 4c), a higher ser-
vice rate for this category, represented by configurations where
µE = 2 (light blue, yellow, and orange lines), results in shorter
response times compared to their respective counterparts with
µE = 1 (dark blue, green, and red lines). However, the
performance difference between the two curves with µU = 1
(light and dark blue) and the two curves with µU = 2 (green
and yellow) is minimal. Notably, the performance difference
becomes more pronounced for configurations with µU = 4
(red and orange lines). These configurations consistently main-
tain the eMBB response time below 100 ms throughout the
experiment, a threshold considered crucial for multiple eMBB
applications such as the FWA service.

Fig. 4d further reveals that a higher service rate for eMBB
users, represented by configurations with µE = 2 (light
blue, yellow, and orange lines), also leads to shorter URLLC
response times compared to their respective counterparts with
µE = 1 (dark blue, green, and red lines). This is attributed
to eMBB requests spending less time occupying containers,
which are then reinitialized to handle incoming URLLC re-
quests. However, in most cases, this difference is below 0.1
ms and may not be significant even for URLLC applications.
Conversely, an increase in the URLLC service rate (µU = 1,
µU = 2, and µU = 4) results in shorter response times
for this service category, with a more substantial impact. For
example, at λU = 10, the orange curve (µU = 4, µE = 2)
shows a response time of approximately 0.5 ms, whereas the
yellow curve (µU = 2, µE = 2) exhibits 0.8 ms. This 0.3
ms difference is significant for URLLC applications, as some
require a response time of 1.2 ms or less, while others, such
as Robotics and Telepresence, demand at most only 1 ms [1].

In configurations where µU = 1 (light and dark blue
lines), an interesting behavior is observed in Fig. 4d. As
the URLLC request arrival rate approaches the processing



(a) eMBB Availability (b) URLLC Availability (c) eMBB Response Time (d) URLLC Response Time

Fig. 4. Effects of the URLLC service rate (µU ) and eMBB service rate (µE )

capacity, a decrease in the response time for this service
category is observed. This is attributed to URLLC containers
spending more time active and less time in the setup state,
thereby reducing the impact of this component. However,
shortly thereafter, there is an increase in the response time
due to competition for processing resources within the same
service category, resulting from a larger number of URLLC
requests waiting in the buffer. This behavior is also present
in configurations with µU = 2 and µU = 4, but for larger
λU > 25 values, which are not represented in this figure.

IV. CONCLUSIONS AND FUTURE DIRECTIONS

This work delved into the dynamics of virtual resource
allocation in MEC-NFV architecture that cater to both URLLC
and eMBB services. The adopted approach leveraged a
CTMC-based model that incorporated practical factors such
as resource failures, service prioritization, and setup (repair)
times, since they can incur significant impacts on the 5G ap-
plications’ requirements. Numerical results showcase insights
on how multiple parameter variations such as eMBB/URLLC
service arrival rates and container setup/failure rates can
impact both eMBB and URLLC services, considering their
respective thresholds. In brief, the proposed model serves as
a valuable tool for comprehending the operational dynamics
of the MEC-NFV-based 5G network when catering to diverse
service categories. As future directions, we advocate for the
exploration of multiobjective formulations for resource alloca-
tion problems within the MEC-NFV paradigm, with a special
emphasis on accommodating the coexistence of eMBB and
URLLC services. Additionally, we propose investigating the
development of cost-effective solutions to further optimize re-
source allocation strategies, addressing the evolving demands
of 5G networks.
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