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Abstract—With the advancements in AI-generated content
(AIGC) technologies and edge cloud networks, the demand for
AIGC services is increasing. The diffusion model stands out for
its ability to generate images from text. However, its high compu-
tational requirements challenge user devices, leading to ongoing
efforts to improve inferring speed while preserving image quality.
In this study, we propose a novel edge-user collaborative inferring
framework. By capitalizing on collaboration among the devices
in edge and user, the proposed framework optimizes the service
delay, network resource consumption, and user device computing
resource consumption of the user’s AIGC service, and improves
the user’s QoE. To demonstrate the efficiency of our proposed
framework, we conduct comparative experiments and ablation
experiments on a variety of datasets. Experimental results show
that the proposed framework achieves better-generated image
quality and reduces a large number of computing resources and
network consumption, improving user QoE.

Index Terms—Edge computing, task offloading, knowledge
distillation, Artificial Intelligence Generated Content

I. INTRODUCTION

The increasing demand for high-quality content has ren-
dered traditional input-output models inadequate for contem-
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Fig. 1. Overview of Edge-cloud Collaborative AIGC service

porary users. To address this shortcoming, researchers increas-
ingly utilize artificial intelligence to fulfill user requirements
more effectively [1]–[3]. Originally developed to address the
challenges of data intelligence within the digital economy,
Artificial Intelligence-Generated Content (AIGC) presents an
innovative approach to content creation and manipulation [4].
AIGC utilizes AI algorithms to automatically generate, mod-
ify, and enhance diverse data in novel ways. Its impressive
performance has driven widespread adoption across diverse
fields, including natural language generation (NLG) and image
generation. Notable applications exemplifying these capabili-
ties include ChatGPT [5] and Stable Diffusion [6].

AIGC is reshaping conventional production workflows, yet
significant computational and network constraints limit its
deployment on mobile devices. Large AIGC models, such
as Stable Diffusion V1.5, require high-performance GPUs
and substantial memory, far exceeding the capabilities of
typical mobile devices [7]. Additionally, the extensive data
traffic involved in AIGC model inference and training strains
wireless networks, leading to congestion and unpredictable
latencies that conventional network management techniques
are ill-equipped to handle [8], [9]. These limitations restrict
AIGC accessibility and necessitate alternative computational
frameworks that reduce both resource demand and network
load. To address these barriers, researchers are increasingly
looking toward Edge Computing (EC) as a solution, offering
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a distributed approach to computation that brings processing
closer to data sources and alleviates network burden [10]–[12].

Unlike traditional cloud computing, which relies on central-
ized resources, EC offers localized processing, thus reducing
latency and enhancing efficiency in resource-constrained envi-
ronments [13]–[15]. Recent works demonstrate this potential:
Wang et al. [16] proposed a joint optimization algorithm for
6G mobile edge networks, which efficiently offloads com-
puting tasks and dynamically adjusts the diffusion steps of
diffusion-based AIGC models. Likewise, Wang et al. [17]
investigated the integration of EC with artificial intelligence-
generated image content (AIGIC) to reduce terminal device
loads and enhance processing efficiency.

This paper addresses the high computational demands and
load challenges associated with edge servers by introducing an
innovative Edge-User Collaborative Inference (EUCI) frame-
work, as shown in Fig. 2. This proposed EUCI partitions
the inference process of the diffusion model between users
and edge servers, allowing for distributed and efficient com-
putation, and operates across three layers: a central cloud,
edge servers, and users. The central cloud aggregates and
fine-tunes models from edge servers and periodically updates
cached models to maintain performance. Edge servers host
AIGC models (e.g., SD-V1.5) to provide localized content
generation services, while users send requests to retrieve
generated content. The main contributions of this paper are
listed as follows:

• Edge-User Collaborative Inferring Framework: We
propose a collaborative framework, namely EUCI, that
effectively addresses the resource limitations of user
devices. By distributing inference tasks between users and
edge servers, this approach enables high-quality image
generation even under constrained network conditions,
providing a robust and efficient method for AIGC on
edge-enabled devices.

• Reduction in Cloud Server Load and Network En-
ergy Consumption: Traditional diffusion model infer-
ence typically depends on intensive cloud-to-user com-
munications, significantly burdening cloud resources. The
proposed EUCI offloads part of the inference computation
to edge servers and users, substantially reducing the re-
liance on cloud resources and decreasing network energy
consumption.

• Enhanced Performance and Resource Efficiency:
Comprehensive evaluations of the proposed EUCI against
state-of-the-art approaches demonstrate its effectiveness
across multiple datasets. Through extensive ablation stud-
ies, we show that our framework achieves competitive or
superior image quality, as measured by SSI and PSNR,
and outperforms existing methods regarding inference
speed and resource efficiency.

The remainder of this article is organized as follows: Section
II reviews the preliminaries of diffusion-based AIGC models
for distributed feasibility. Section III introduces the system
model for distributed inference. Section IV formulates the
optimization problem, and Section V details our proposed
framework. Experimental results are discussed in Section VI,

with conclusions in Section VII.

II. PRELIMINARIES ON DIFFUSION-BASED AIGC

A. Development of Diffusion Model

Diffusion models (DMs), also widely known as diffusion
probability models, are a class of Markov chain generative
models trained via variational inference [18]. These models
are designed to learn a process of gradually adding noise to
data, a process known as diffusion, which is then reversed for
sample generation. The concept of DMs has its roots in earlier
works such as score-based generative models (SGM) [19]
and diffusion probabilistic models (DPM) [20], which laid
the foundation for the more advanced denoising diffusion
probabilistic models (DDPM). The denoising diffusion prob-
abilistic model (DDPM) marked a significant milestone in
generative modeling. It introduced a parameterized Markov
chain that generates images from noise through a series
of denoising steps during inference. The training involves
learning to reverse the noise addition process, which is added
to natural images in each step [21]. This approach has sparked
considerable interest and development in the field of generative
models [22].

Incorporating guidance into diffusion-based image synthesis
is crucial to improving the quality and relevance of generated
images. Earlier studies have shown that labels can improve the
quality of image synthesis in generative adversarial models
(GANs) [21], [23]. As a core model in the field of image
generation [24], diffusion models combine this principle to
develop conditional and guided diffusion models to exploit
additional information such as category labels or text to
achieve better synthesis.

One of the pioneering frameworks based on diffusion
models is GLIDE [25], which operates directly in high-
dimensional pixel space. GLIDE adopts a classifier-free guid-
ance mechanism to replace class labels with text to regulate
sample generation. Compared with previous methods such as
DALL-E, this method performs well in fidelity and human
evaluation. Concurrent with pixel space methods, there has
been significant progress in frameworks that operate in the
latent space. Stable Diffusion is a notable example, which uses
a variational autoencoder (VAE) to compress images into a
low-dimensional space before applying the diffusion model.
This approach effectively reduces complexity and preserves
details in the generated images.

B. Workflow of Diffusion-based AIGC

In this section, we use Stable Diffusion (SD) to demonstrate
the diffusion-based AIGC model:

a) The user’s prompt is processed to create a text embed-
ding. Stable Diffusion uses a tokenizer and a text encoder,
typically CLIP [26], to transform the input text into a
machine-readable embedding representation.

b) Latent Noise Image Generation: A random noise image
is generated within the latent space. The same noise
image can be reproduced for identical seed values by
configuring the seed for the random number generator.
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Fig. 2. Illustration of Edge-User Collaborative Diffusion-based AIGC Framework

This initial noise image contains only random noise
without any coherent structure.

c) Noise Prediction Application: The noise predictor, a
neural network, processes the latent noisy image and the
text embedding to estimate the amount of noise that needs
to be removed in the next step.

d) Refinement of Latent Noise Image: The initial noise im-
age is refined by subtracting the predicted noise, with the
Unet model in Stable Diffusion facilitating this denoising
step.

e) Iterative Enhancement and Final Image Generation: Steps
(b) through (d) are repeated to improve image quality
progressively. Once sufficient refinement is achieved,
the Variational Autoencoder (VAE) decoder transforms
the refined latent representation back into pixel space,
generating the final image output.

C. Knowledge Distillation and Distributed Inferring of DMs

Tian et al. [27] proposed a novel edge-cloud collaborative
framework that integrates large cloud models with small edge
models. This framework was designed to establish a dis-
tributed training architecture and a task-oriented deployment
scheme, enabling the efficient provision of local Generative
AI (GenAI) services. Yan et al. [28] proposed an edge-
cloud collaborative inferring framework named Hybrid SD,
which allocated inference tasks between large models hosted
in the cloud and smaller models deployed on edge devices,
facilitating collaborative inference between the edge and cloud
environments. Chen et al. [8] proposed an innovative 6G
native AI framework, which achieved a smarter task experi-
ence through cloud-edge-end collaboration, and discussed the
challenges of implementing this framework and future research
directions. Huang et al. [29] proposed a framework called
”Collaborative Diffusion”, which achieves multimodal face
generation and editing through the collaboration of multiple
pre-trained unimodal diffusion models without retraining. All-
mendinger et al. [30] proposed a new distributed collaborative

diffusion model approach, named CollaFuse, which aims to
address some challenges in generative artificial intelligence
(GenAI), especially in terms of data availability, computa-
tional requirements, and privacy. Du et al. [31] discussed
that the integration of artificial intelligence-generated content
(AIGC) services within wireless edge networks represented a
significant advancement. They addressed the critical need for
dynamic AIGC service provider (ASP) selection schemes.

In the field of exploring diffusion model distillation, Luh-
man et al. proposed a method that compresses multi-step
denoising processes into single steps through knowledge distil-
lation techniques [32], significantly improving sampling speed
and making it closer to single-step generative models such as
GANs and VAEs. Salimans and Ho et al. [33] used a progres-
sive distillation method to distill a trained deterministic diffu-
sion sampler (such as DDIM) into a new model that reduces
the required sampling steps by half while maintaining sample
quality. Sauer et al. introduced a novel training method called
Adversarial Diffusion Distillation (ADD) in their study [34].
By combining adversarial loss and score distillation loss, the
ADD method not only improves image fidelity under low-step
sampling conditions but also significantly outperforms existing
few-step methods in single-step sampling.

In this paper, our goal is to show how our work is dis-
tinguished from existing AIGC service frameworks through
unique contributions and innovations. The main difference
between the proposed framework and the previous studies
is the distributed processing of computational tasks, which
reduces the reliance on the central cloud by distributing tasks
between user devices and edge servers, thereby reducing
latency and improving service quality.

III. SYSTEM MODEL

A. Network Architecture

As shown in Fig. 2, the proposed framework of Edge-User
collaborative inferring involves several users, denoted as N =
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Fig. 3. Workflow of Edge-User Diffusion Model Collaborative Inferring

{n|1, 2, · · · ,N}, who are randomly distributed across the net-
work. Each user is equipped with a performance-constrained
GPU, capable of Cn floating-point operations per second
(FLOPS) and an energy consumption of Pn. To be specific,
several base stations (BSs), denoted as B = {b|1, 2, · · · ,B},
are evenly distributed across the network. Each BS is equipped
with an edge server (ES) that contains a high-performance
GPU with Cb FLOPS, an energy consumption of Pb, and
limited storage resources Sb ∈ R+. It is important to note
that Cb is significantly larger than Cn, which results in Pb

being substantially higher than Pn. Additionally, we assume
that cloud C maintains a model library within the network,
which contains Mm

C ,m ∈ {m|1, 2, . . . ,M} popular Stable
Diffusion (SD) models. The size of each SD model is denoted
as κm ∈ R+. At the same time, we assume that each edge
server caches a subset of the models stored on the cloud server,
denoted as Mb

E , b ∈ B.

We assume that each base station (BS) is connected to cloud
center C via backhaul links, facilitated by network devices
such as switches, wireless controllers, and gateways, all of
which possess high computational capabilities. Additionally,
the system’s user equipment (UE) is classified into two cate-
gories: indoor UEs and outdoor UEs, based on their respective
service locations. The indoor user equipment (UEs) consists
of smart home devices (e.g., laptops, PCs) and Internet of
Things (IoT) devices, while the outdoor UEs include mobile
devices and Internet of Vehicles (IoV). We assume that indoor
UEs are connected to routers with a power supply, enabling
access to remote cloud centers via network devices and wired
links. Outdoor UEs, on the other hand, connect to base
stations (BSs) through cellular links and are subject to battery
life constraints. Finally, we assume that cloud center C has

sufficient computational resources.

The model training process is shown in the Cloud Distil-
lation Procedure in Fig. 2. Firstly, the shared dataset Dn is
processed by a diffusion model Ml through steps 1⃝ and 2⃝
to generate a new training dataset D′

n and send it to edge
server b. After receiving D′

n from the users, edge server b
performs steps 3⃝ and 4⃝, training the cached model Mb

E and
combining the trained model with the user-generated training
dataset D′

n and upload to cloud center C. After receiving the
training models uploaded by each edge server, cloud center
C performs step 5⃝ to update the cached models MC and
store them in the cloud. The purpose of doing so is to ensure
that the model benefits from the collective knowledge of edge
servers and users while protecting data privacy. In step 6⃝,
the cloud center C will return the trained model MC to edge
server b to meet the user’s AIGC service requirements.

The model inferring process is shown on the right side of
Fig. 2. Firstly, in step 1⃝, user n sends a model request Ureq

and a text prompt Uprt to edge server b. Then the edge server
b performs step 2⃝ to check if the model requested by user
n has been cached. If edge server b has already cached the
requested model, then edge server b performs step 3⃝ to send
the Unet and Noise scheduler components in the requested
model to user n. After receiving the Unet and Noise scheduler
components, user n performs small inference steps t in step
6⃝ to obtain an intermediate latent noise image Xt. Afterward,

the user performs step 7⃝ to upload the intermediate latent
noise image Xt to edge server b, which conducts the remaining
inference steps T − t to obtain the final generated image Ig .
Suppose edge server b does not have the model. In that case,
it performs step 4⃝ to send the model request Ureq to cloud
center C, and then cloud center C performs step 5⃝ to transfer
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the model to edge server b, which will continue to perform the
above steps.

B. Task Computation Model

In the energy consumption calculation framework of our
system, task P is deployed to both user n and edge server b,
denoted as aP = {auserP , aedgeP }, where auserP , aedgeP ∈ {0, 1}.
These values indicate the proportion of inference steps per-
formed on user n and edge server b respectively, in total in-
ference steps T . The indicator function directly affects service
latency and our system’s energy consumption. It is subject to
constraints based on the specific deployment location, whether
on the user, the edge server, or the cloud, influencing the
overall performance of our system.

auserP + aedgeP = 1,∀P ∈ P. (1)

We consider the overall energy consumption of GPUs in our
proposed framework, which is calculated by multiplying the
running time of the GPUs on both edge server b and user n by
their respective energy consumption rates and then summing
the results. Regarding the FLOPs generated by users and edge
servers during inferring, we calculate the total FLOPs by
adding the FLOPs generated by the Unet model, text encoder,
and VAE components. Since the inferring process does not
change SX , these fixed values are denoted as FU , Fte, and
Fvae, respectively. Therefore, we derive the formula for our
system model task consumption as follows:

TCn,b =
(FU + Fte + Fvae)t

Cn
∗ Pn+

(FU + Fte + Fvae)(T − t)

Cb
∗ Pb,

(2)

where TCn,b represents the total energy consumption of
GPUs, t = auserP ∗ T , and T − t = aedgeP ∗ T . When user
n performs the image generation task independently, t equals
T . Conversely, if edge server b handles the image generation
task alone, t equals 0.

C. Service Delay Model

In our proposed framework, the transmission process in-
volves models, requests, text, latent noisy images, and gener-
ated images. We assume that the size of the Unet model is
SUnet and the size of the noise scheduler is SNS . It should
be noted that compared to SSD and SU , the size of user
requests Ureq and text prompts Uprt can be ignored, so they
are not included in the total transmission time. In addition, we
define the physical channel distance between user n and edge
server b as LU,B , and the actual channel distance between
edge server b and cloud center C as LB,C . In addition, the
size X is set to a fixed value SX , and the network bandwidth
is set to W . Finally, we define the image size obtained through
collaborative inference as SI . Therefore, we can conclude that

the transmission delay of our system model is as follows:

TLn,b =
W ∗ (SUnet + SX + SNS)

LU,B
+

W ∗ κm

LB,C
+

W ∗ SI

LU,B

=
W ∗ (SUnet + SX + SI + SNS)

LU,B
+

W ∗ κm

LB,C
,

(3)
where TLn,b represents the sevice delay of our system model.
SX refers to the text condition input transmitted by edge server
b to user n during Unet transmission, and latent noise image
Xt is sent to edge server b by user n after inferring step t.
Note that when edge server b does not need to request the
model from cloud center C, κm is 0.

In practical application scenarios, service latency is not only
limited to file transfer latency and transmission latency but also
includes the time required for content generation. Therefore,
on the basis of file transmission delay and transmission delay,
our service delay should also include the time required for
the image to be generated by user n and edge server b. The
complete service delay formula is as follows:

TLn,b =TLn,b +
(FU + Fte + Fvae)t

Cn

+
(FU + Fte + Fvae)(T − t)

Cb
.

(4)

D. Knowledge Distillation Model

Assume that each user possesses a unique dataset Dn,
n ∈ {n|1, 2, · · · , N}, and these datasets are processed through
a diffusion model to generate a corresponding new dataset
D

′

n, n ∈ {n|1, 2, · · · , N}. Images in D
′

n are similar but not
identical to images in the original dataset Dn. Edge server
b receives dataset D

′

n and constructs a new training dataset
Db

E = {D′

n|n ∈ N}. Subsequently, edge server b uses the
new dataset Db

E to fine-tune diffusion model Mb
E cached

in edge server b. After model Mb
E is fine-tuned or trained,

cloud center C collects training dataset Db
E from each edge

server and combines them to form a new cloud center training
dataset DC . Upon obtaining a new training dataset DC , model
Mm

C cached in cloud center C is trained using a federated
knowledge distillation method for diffusion models.

We define the loss of federated knowledge distillation at
cloud center C as comprising two components: One com-
ponent is the loss Ltask of model Mm

C during training on
dataset DC . The second loss, Ldistill, represents the difference
between the images generated by model Mm

C and edge server
cached model Mb

E on dataset DC . The formulas for the two
types of losses are as follows:

Ltask = Et,X0,ϵ[||ϵ− ϵθ(Xt, t)||2], (5)

Ldistill =

B∑
b=1

λbEt,ϵ′ [c(t)d(x̂C(Xt, t), x̂d(x̂C,t; t)], (6)

where Eq.(6) holds
∑B

b=1 λb = 1.
In Eq. (5), x0 represents the original image in dataset DC ,

Xt denotes latent noise image during the forward diffusion
process, and ϵθ(Xt, t) represents the noise predicted by the
model, which is the noise the model aims to learn. In Eq.
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TABLE I
KEY NOTATIONS

Notation Meaning
T Number of inference iterations of the framework
t User inferring iterations
FU Floating point operations performed by Unet
Fte Floating-point operations for text processing
Fvae Floating-point operations for VAE converted images
Cn The FLOPS of the user’s GPU
Cb The FLOPS of the edge server’s GPU
Pn Energy consumption of user’s GPU
Pb Energy consumption of edge server’s GPU
SX The size of the latent noise image X
SU The size of Unet model
SNS The size of noise scheduler
SI The size of generated iamge

LU,B Distance between the user and the edge server
LB,C Distance between the edge server and the cloud
W Network bandwidth
κm The size of the mth diffusion model
Ig The generated image

Ltask The task loss of Mm
C

Ldistill The distillation loss of Mm
C

Quser The user’s QoE
Iquality The quality of generated image Ig

λ The weight parameter of Ldistill

(6), λb represents the weight of each edge server model,
and c(t) is a weight function that adjusts the weights of
different steps based on the noise level t, d represents a
similarity function, such as the structural similarity index
(SSI) calculation function, ϵ and ϵ

′
denote standard Gaussian

distributions with a mean of 0 and a variance of 1. Common
weight functions include Score Stochastic Differential Equa-
tions (Score SDEs) [35], among others. The primary objective
of the distillation loss Ldistill is to use the output of the teacher
model as the target, guiding the student model to generate
outputs that closely match those of the teacher model. In
summary, the loss function can be defined as follows:

L = (1− γ)Ltask + γLdistill

= (1− γ)Et,X0,ϵ[||ϵ− ϵθ(Xt, t)||2]+

γ

B∑
b=1

λbEt,ϵ′ [c(t)d(x̂C , x̂d(x̂C,t; t)],

(7)

where γ is the specific gravity parameter of the distillation
loss, and the model Mm

C in cloud center C is updated by
performing a reverse gradient operation on loss L.

IV. PROBLEM FORMULATION

In this paper, our goal is to minimize service latency TLn,b

and energy consumption TCn,b of the user’s text-to-image
tasks while maximizing the quality of the final image gener-
ated, thereby enhancing the overall user Quality of Experience
(QoE).

A. User’s QoE for Text-to-Image Task
Quality of Experience (QoE) metrics play a key role in

evaluating AIGC performance [36]. QoE measures user satis-
faction with generated content, taking into account factors such

as visual quality, relevance, and usefulness. In this article, we
consider service latency TLn,b and task energy consumption
TCn,b as key factors for measuring the user’s QoE. The task of
the text-to-image is to generate an image that aligns with the
user’s input text. Three indicators, MSE, SSI, and PSNR, are
introduced to evaluate the quality of generated image Ig . These
indicators comprehensively assess the generative requirements
of users by evaluating each generated image across all three
metrics. We define the user’s QoE as Quser, i.e.,

Quser = w1 · Iquality − w2 · TL− w3 · TC, (8)

where w1 + w2 + w3 = 1. In Eq. (8), Iquality represents the
quality of the generated image Ig , defined as a combination
of MSE, SSI, and PSNR. The weight coefficients w1, w2, and
w3 are used to adjust the relative importance of each indicator.
Therefore, the image quality Iquality is denoted as:

Iquality = ϕ · IPSNR + φ · ISSI − (1− ϕ− φ) · IMSE ,
(9)

where ϕ + φ < 1. IMSE , ISSI , and IPSNR represent the
MSE, SSI, and PSNR of generated image Ig respectively.
These indicators’ weight parameters are ϕ and φ. Therefore,
the objective of the optimization problem in our framework
can be summarized as follows:

max
O,P,Q

Quser =w1 · (ϕ · IPSNR + φ · ISSI

− (1− ϕ− φ) · IMSE)

− w2 · TLn,b − w3 · TCn,b,

(10)

where w1 + w2 + w3 = 1, ϕ+ φ < 1, and denote O,P,Q as
Iquality, TC and TL, represently.

B. Federated Knowledge Distillation Process

We consider a federated knowledge distillation method in
our model training phase, which involves updating the student
model by measuring the differences between the generated im-
ages of the student and teacher models MC . In our diffusion-
based AIGC service framework, the goal is to train cloud
model MC through federated knowledge distillation using an
end-to-end cloud network structure, which adapts to changing
user needs while maximizing user’s QoE. The training process
aims to continuously reduce the distillation loss L between
the cloud models and edge models. At the same time, the
objective of maximizing QoE focuses on minimizing service
latency TLn,b and system energy consumption TCn,b, while
improving image generation quality Iquality, i.e.,

argmin
Mm

C

L = argmin
Mm

C

(Ltask + γLdistill),

s.t. max
O,P,Q

Quser,

TLn,b ≤ TLmax,∀(n.b) ∈ (N ,B),
TCn,b ≤ TCmax,∀(n.b) ∈ (N ,B).

(11)

The optimization problem is subject to the following con-
straints: service latency constraint, TLn,b ≤ TLmax,∀(n, b) ∈
(N ,B), ensures that the latency between user n and edge
server b does not exceed a maximum value. Previous re-
search shows that deploying diffusion-based AIGC services
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on user n results in high latency due to limited computa-
tional resources. The energy consumption constraint, TCn,b ≤
TCmax,∀(n, b) ∈ (N ,B), ensures that the total energy
consumption of users and edge servers does not exceed a
maximum value. Earlier studies indicate that edge servers,
despite having high instantaneous energy consumption, in-
cur the highest total energy consumption, TCedge, setting
TCmax = TCedge.

V. EDGE-USER COLLABORATIVE DIFFUSION-BASED
AIGC MODEL

A. Edge-User Collaborative Diffusion Model Inferring

To enhance user QoE and improve the quality of generated
images, we propose an Edge-User Diffusion Model Collabo-
rative Inferring framework. The framework consists of three
phases: (1) the local user request phase, (2) the collaborative
edge-user inference phase, and (3) the image generation and
transmission phase.

1) Overview of Our Framework: In our framework, cloud
center C caches diffusion models that cater to various user
needs. We define the total number of inference steps as T ,
with t representing the inference steps for user n and T − t
representing the inference steps for edge server b.

• Local user request phase: At the start of the task, user
n sends a diffusion model request Ureq to edge server b.
Edge server b first checks whether the requested diffusion
model is cached. If the model is cached, edge server
b sends the Unet model and noise scheduler from the
diffusion model to user n while receiving text prompt
Uprt from user n. If the model is not cached, edge
server b forwards Ureq to cloud center C, which then
sends the diffusion model to edge server b. Edge server
b subsequently caches the model for future use.

• Edge-user collaborative inference phase: In the user
request phase, edge server b receives textual prompt Uprt

sent by user n. Upon receiving Uprt, edge server b
generates an initial latent noise image Xr containing the
text information through step b). After receiving the Unet
model, the noise scheduler, and Xr, user n iterates steps
c) and d) for several iterations corresponding to the user-
side inference steps t to obtain the latent noise image Xt.
User n then sends the latent noise image Xt to edge server
b, which continues to iterate steps c) and d) based on Xt

to obtain the final latent noise image XT . The number of
iterations performed by edge server b is T − t.

• Image generation and transmission stage: After ob-
taining the final latent noise image XT , which is collab-
oratively inferred by user n and edge server b, the VAE
model on edge server b receives XT as input to generate
the final image Ig . Subsequently, edge server b transmits
Ig to user n, thereby completing the task.

Alg. 1 outlines our edge-user collaborative inferring frame-
work for executing a diffusion model to generate images that
match text prompts. In our framework, edge servers and users
share the inference task to optimize the computational load and
improve the quality of service. Edge server b is responsible for
processing the text prompt and generating the initial noisy

Algorithm 1 Edge-User Collaborative Diffusion Model Infer-
ring

1: Initialize: Cloud diffusion model Mm
C ; Edge Stable Dif-

fusion models Mb
E ; Collaborative inference steps T ;

Current inferring step i = 0.
2: Output: The generated image Ig .
3: At Edge Server b:
4: Receive model requests Ureq and text prompts Uprt.
5: if i=0 then

Generate text vector ztext and initial noisy image Xr

by (12) and (13).
6: end if
7: Send ztext and Xr to user n.
8: if i=t then

Receive the initial noisy image Xt.
9: end if

10: for i = t+ 1 to T do
Generate the final noise-free image XT by (15).

11: end for
12: Convert XT to generate image Ig through Uvae in (16).
13: At User n:
14: Send model request Ureq and text prompt Uprt.
15: if i=0 then

Receive UUnet, Uscheduler, Xr, and ztext sent by edge
server b.

16: end if
17: for i = 0 to t do

Generate noisy image Xt at step t by (14).
18: end for
19: Send Xt to edge server b.

image, then user n performs some of the inference steps.
Finally, the edge server completes the remaining steps and
generates the final image.

B. Edge-User Collaborative Inferring

The Edge User Collaborative Inferring Framework we pro-
posed is shown in Fig. 3. In our inference process, we define
a fixed inference step T , which represents the total number
of inference steps performed by both edge server b and user
n. In our proposed framework, we define t as the number
of inference steps performed by user n, resulting in the edge
server performing T−t inference steps. At the beginning of the
task, user n first sends model request Ureq for model Umodel

and text prompt Uprt to edge server b. After receiving Ureq

from user n, edge server b first checks whether the model
Umodel requested by user n is cached on the server. If the
model is already cached, edge serverb sends the Unet model
UUnet and the noise scheduler Uscheduler to user n. If Umodel

is not cached, edge server b sends model request Ureq to cloud
center C for retrieval. Upon receiving Ureq , cloud center C
sends the complete model Umodel to edge server b for caching,
after which the communication process between edge server
b and user n is repeated.

When the model transmission process is complete, edge
server b first utilizes the text encoder Uencoder to process Uprt,
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generating a fixed vector representation of Uprt as follows:

ztext = Uencoder(Uprt), (12)

where ztext represents the fixed vector representation of Uprt.
Next, a random noise image is generated for the reverse
denoising process. The strategy for generating this random
noise image is as follows:

Xr ∼ G(0, I), (13)

where G(0, I) represents a Gaussian distribution (normal dis-
tribution) with a mean of 0, and I denotes the covariance
matrix (identity matrix). Note that I does not refer to the
generated image Ig . Xr represents a completely noisy image
generated through random sampling, and the reverse inferring
process is performed gradually on this Xr.

Edge server b transmits the text matrix ztext and the initial
random noise Xr to user n. As shown in User Inferring in
Fig. 3, upon receiving these, user n uses the ztext and Xr

provided by edge server b to perform the reverse inference
process. In this step, user n infers the initial noisy image Xr.
Meanwhile, when edge server b performs reverse inferring, it
utilizes noisy image Xt obtained by user n after t inference
steps. Although the inference processes of user n and edge
server b are not directly related, they follow a Markov chain
to ensure consistency in the inferring processes.The formula
for user n to perform reverse inferring on the initial noisy
image Xr is as follows:

Xi =

√
αi

αr
Xr +

√
1− αi

αr
ϵi(Xi, i, ztext), i ∈ (0, t), (14)

where Xt is the noisy image obtained by user n during
inference step t, and αt is a predefined attenuation coefficient
determined by the noise scheduler, which assists the model in
understanding the amount of noise to be removed at each step
and restoring a clearer image from the current noisy image.
αr represents the initial attenuation coefficient, which is set to
a value approximately equal to 0 to facilitate the generation
of a completely noisy image, and ϵt(Xt, t, ztext) denotes the
predicted noise of Umodel at the current time step, and the
noise image at this time step is obtained by subtracting Xi.

User n sends Xt to edge server b to continue the remaining
T−t steps of inferring. Similar to the inference process of user
n, edge server b also performs reverse inferring by subtracting
the noise predicted by the model at each time step. In contrast,
the initial noise image for edge server b is the noise image
Xt obtained from the inference performed by user n. By
combining it with the text vectors stored on edge server b,
the system maintains semantic consistency in the user’s text
generation task, ensuring that the edge server remains aligned
with the user prompt throughout the inference process. The
formula for inferring the final noisy image XT by the edge
server b is as follows:

Xi′ =

√
αi′

αt
Xt +

√
1− αT

αt
ϵi′(Xi′ , i

′, ztext), i
′ ∈ (t, T ).

(15)
After obtaining the final noisy image XT , the model inputs
XT to VAE Uvae to convert it into pixel space, generating the

final image:
I = Uvae(XT ). (16)

C. Time and space complexity analysis

The time complexity of our proposed EUCI framework is
mainly determined by the iterative inference steps on user n
and edge server b. Specifically, user n performs t inference
steps. The time complexity of each iteration is O(FU ), where
FU represents the number of FLOPs of Unet model in a single
iteration; edge server b performs T − t iterations, and its
time complexity is O((T − t)FU ). It also includes the time
complexity of text encoding, initial noisy image generation,
and final image generation, where text encoding and initial
noisy image involve a fixed number of operations, so their time
complexity can be considered to be at a constant level, that
is, O(1). The final image generation involves converting the
final noisy image into an image in pixel space through VAE. Its
time complexity depends on the complexity of the VAE model,
which can be considered to be O(Fvae), where Fvae represents
the number of FLOPs required for VAE conversion. Therefore,
the total time complexity is O(tFU + (T − t)FU + Fvae).

The space complexity of our framework is primarily deter-
mined by the storage requirements for the text vector, initial
noisy image, intermediate noisy images from the iteration
process, and the final generated image. If the space complexity
of each image is O(SX ), the total space complexity depends
on the number of images that need to be stored. Considering
that both the user device and the edge server need to store at
least one noisy image, the space complexity is at least O(SX ).
In addition, there are some intermediate variables involved
in the algorithm, such as predicted noise, which are usually
proportional to the image size, so the space complexity is also
O(SX ).

VI. EXPERIMENTAL RESULTS AND DISCUSSIONS

This section presents the numerical results and discusses
our proposed collaborative edge-user AIGC framework. The
discussion is organized into two parts: the implementation of
the simulation environment and the performance analysis.

A. Experimental Settings

Our experimental settings include several mainstream stable
diffusion models for cloud caching, such as SDXL, SD-V1.5,
and SD2.1. The SD-V1.5 model is pre-cached in the edge
server. In our experiment, the user is simulated as an iPhone
14 Pro Max, while the edge server is equipped with an
Nvidia 4090 (24G) GPU. Both the user and the edge server
are deployed in a 4G network environment, with the user
sending model requests and text prompts to the edge server.
The user, edge server, and cloud center generate the content
collaboratively.

We conduct two types of experiments: comparative experi-
ments and ablation experiments. The comparative experiment
evaluates our framework against existing frameworks in terms
of MSE, PSNR, and SSI during image generation. The ablation
experiment compares the service latency and computational
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Fig. 4. Visualization of the generated images. We used prompts from the diffusiondb2m first 5k canny and laion-coco aesthetic datasets respectively and
compared them with the corresponding prompt images in the datasets. For the sake of simplicity, some prompts have been omitted in this section. Although
smaller models have slightly reduced semantic details compared to models such as SD-v1.4, our framework is better able to maintain consistency between
images and semantics.

resource consumption between our framework and configura-
tions where tasks are handled separately by the user or edge
server.

Baselines: To demonstrate the superiority of our proposed
framework, we compare it with several diffusion-based models
in terms of image quality. Specifically, we evaluate the quality
of generated images using three metrics: MSE, PSNR, and
SSI. We select two baseline diffusion models and one collab-
orative inferring framework as the control group. The baseline
models include Stable Diffusion v1.4 from Ommer Lab and
Stable Diffusion v1.5 from RunwayML. For the collaborative
inferring approach, we use the CDDAA framework, proposed
by Du et al. [31]. The chosen diffusion model in our collab-
orative inferring framework is SD v1.5. For the datasets, we
select the diffusiondb2m first 5k canny [37] and the Laion-
coco aesthetic datasets [38] Both datasets are designed for

text-to-image modeling, with diffusiondb2m first 5k canny
containing 5,000 text-image pairs, and the Laion-coco aes-
thetic dataset comprising 600 million high-quality descriptive
captions generated for publicly available images from the web.

Configurations: In our experiment, the FLOPS of user
n is set to a maximum of 17 TFLOPS, while the FLOPS
of GPU in edge server b could reach 1321 TFLOPS. At
these FLOP levels, the user’s energy consumption can reach
4.76W, while the energy consumption of the 4090 (24GB) can
reach 450W. Practical application research indicates that the
GPU utilization rate in existing diffusion models for inference
can reach 95% or even 100%. Based on this, we set the
parameters for the user n and edge server b in the experimental
environment as described above.

In our simulation environment, user n, edge server b, and
cloud center C operate in a 4G network, resulting in a network
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Fig. 5. Visualization of generated images of ablation experiments.

bandwidth range between the user, edge server, and cloud
center, meaning that the theoretical maximum download speed
can reach 125 Mbps. Additionally, we simulate the physical
distances between user n, edge server b, and cloud center C,
which impacts the transmission time of models and images.
The distance between the user and the edge server is set to
5 kilometers, denoted as LU,B , while the distance between
the edge server and the base station is set to 50 kilometers,
denoted as LB,C .

Key Performance Indicators (KPI): In terms of key
performance indicators, we measure the quality of image
generation using MSE, SSI, and PSNR. MSE (Mean Squared
Error) quantifies the difference between the predicted and true
values for each pixel in an image. A lower MSE value indicates
that the generated image is closer to the real image [39]. SSI
(Structural Similarity Index) assesses the similarity between
two images, with higher values indicating greater similar-
ity [40]. PSNR (Peak Signal-to-Noise Ratio) is a widely used
metric for evaluating image quality, particularly in terms of
the differences between the generated and original images.
Expressed in decibels (dB), a higher PSNR value indicates
better image quality and a smaller difference from the original
image [41]. In the ablation, we also introduce service latency
and device consumption to further demonstrate the superiority
of our framework compared to scenarios where tasks are

handled independently by either the user or the edge server.

B. Performance of Different Baselines

Fig. 4 presents four different image generation models
(CDAA, SD-V1.5, SD-V1.4, and our proposed framework),
each generating images based on the same text description
and comparing them with real images. Each row corresponds
to a model, and each column represents a distinct scene
description, including “GPU mecha controlled by telepathic
hackers”, “Sunflower fields under a blue sky and white
clouds”, “Coastline and green hills”, “Black characters walk-
ing in time bubbles”, and “Observation point perspective of the
Sydney skyline.”. All the prompts mentioned above are real
prompts from the selected dataset. This comparison highlights
differences in image generation quality, detail representation,
and style across the models.

1) MSE results: Fig. 6(a) presents the experimental re-
sults comparing the mean square error (MSE) of different
algorithms across five images. As shown in Fig. 6(a), the
MSE values for our algorithm are lower than those of the
comparison algorithms for most images, further demonstrating
the effectiveness and superiority of our method. In partic-
ular, for Image 1, Image 2, and Image 5, our algorithm
performs similarly to CDAA but significantly outperforms all
other algorithms on Image 4. These results suggest that our
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Fig. 6. Visualization of image quality generated by different baselines
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Fig. 7. Visualization of image quality generated by different ablation studies
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framework can consistently maintain low prediction errors
across different images and scenes, showcasing its strong
generalization ability.

2) SSI results: From Fig. 6(b), we compare our algorithm
with three other algorithms: CDAA, Stable Diffusion V1.5,
and Stable Diffusion V1.4. For most images, the SSI values
of our algorithm are higher than or comparable to those of the
other algorithms, further demonstrating the effectiveness and
superiority of our method. Notably, for Image 1, Image 4, and
Image 5, our algorithm performs similarly to CDAA, while
significantly outperforming all other algorithms on Image 3.
These results suggest that our framework can consistently
maintain high image quality across various images and scenes,
demonstrating its strong generalization ability.

3) PSNR results: Fig. 6(c) presents the experimental re-
sults comparing the peak signal-to-noise ratio (PSNR) of dif-
ferent algorithms on five images. From Fig. 6(c), it is evident
that, for most images, the PSNR values of our algorithm
are either higher than or comparable to those of the other
algorithms, further validating the effectiveness and superiority
of our method. Notably, for Image 1, Image 2, and Image 5,
our algorithm performs similarly to CDAA, while significantly
outperforming all other algorithms on Image 3.

The observed results can be attributed to the unique de-
sign of our algorithmic framework, which allocates complex
inference tasks to edge servers, while user n handles rela-
tively simpler operations. This distributed computing strategy
effectively reduces overall computational errors, leading to
improved performance in the MSE metric.

C. Performance of Different Ablation Studies

Fig. 5 compares the AIGC generation performance under
different configurations (user-only, edge-only, and user-edge
collaboration). The results indicate that the user-edge collab-
orative framework outperforms the single-end configurations
regarding color reproduction, detail preservation, and style
matching, with the generated images more closely resembling
the original. Across various generation tasks, the collabora-
tive framework consistently demonstrates high-quality perfor-
mance, validating the advantages of this approach in enhancing
the quality of diffusion-based AIGC services.

1) MSE results: Fig. 7(a) shows the comparison results
of the mean squared error (MSE) under different deployment
strategies in the ablation experiment. The experiment compares
the performance of deploying inference on user n (User
Only), solely on edge servers (Edge Only), and our distributed
inferring framework (Our Work) across four images. In most
cases, the MSE values of our framework are lower than those
of the two single deployment strategies, further demonstrating
the effectiveness and superiority of our approach. Notably,
in Image 2, our framework performs similarly to the Edge
Only strategy, but in Image 3, it outperforms the other two
strategies by a significant margin. These results indicate that
our framework maintains low prediction errors across various
images and scenes, showcasing its strong generalization ability
and efficiency.

2) SSI results: Fig. 7(b) presents the comparison results of
the Structural Similarity Index (SSI) across different deploy-
ment strategies in the ablation experiment. On most images,
the SSI values of our algorithm are higher than those of the
two single-deployment strategies, further demonstrating the
effectiveness and superiority of our method. Notably, in Image
1, our framework performs similarly to the User Only strategy,
but in Image 3, it outperforms the other two strategies signifi-
cantly. These results indicate that our framework can maintain
high image quality across diverse images and scenes while
demonstrating strong generalization ability and efficiency.

3) PSNR results: Fig. 7(c) shows the comparison results
of the Peak Signal-to-Noise Ratio (PSNR) under different
deployment strategies in the ablation experiment. In most
cases, the PSNR values of our algorithm are higher than those
of the two single-deployment strategies, further demonstrating
the effectiveness and superiority of our method. Notably, in
Image4, our framework significantly outperforms the other two
strategies.

4) Service Delay and Device Energy Consumption: Since
the resolution of the generated image is fixed at 512x512,
and the total number of inference steps is also fixed at 110,
the time required for image generation is essentially the same
across the three methods. Therefore, it suffices to observe the
performance of these three methods for the generation of a
single image.

As shown in Fig. 8(a), when generating the same image, the
energy consumption is highest when the edge server performs
the process alone, reaching approximately 1.58W. Our method
consumes the least energy, using less than 0.7W. The energy
consumption when the user performs the process alone is
second, at around 1.3W. Fig. 8(b) illustrates the time required
to generate an image using the three methods. It is evident that
the time required when the user performs the process alone
is the longest, exceeding the time needed by the edge server
alone by nearly 20 times, and is 10 times longer than when
our method is used.

The observed results can be attributed to the fact that, in
general, the computing resources of user n are significantly
lower than those of the edge server. In this study, based on the
assumed GPU computing power, the computational capacity
of edge server b is many times greater than that of user n.
This discrepancy causes the image generation time on user n
to be much longer than when either of the other two methods
is used. While it is theoretically true that the user alone takes
much longer to generate the image compared to our method
and the edge server alone, the energy consumption of user n
is also significantly higher than that of the other two methods.
However, due to the substantial energy consumption associated
with the high computational capacity of edge server b, its
energy consumption can match or even exceed that of user
n in a short time. Although our method is not the fastest in
terms of time, we have measured the tradeoff between time
and energy consumption, achieving the goal of minimizing
energy consumption without significantly increasing the task
completion time.
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Fig. 8. Visualization of energy consumption and service delay by different
ablation studies

VII. CONCLUSION

In this study, we proposed a novel edge user collaborative
inferring framework named EUCI for optimizing diffusion
model-based artificial intelligence-generated content (AIGC)
services. Our framework effectively balances the computa-
tional load by distributing computational tasks between user
devices and edge servers, reduces the need for high communi-
cation bandwidth, and maintains image generation quality in a
constrained network environment. Although our study mainly
focuses on the performance optimization of the framework, we
recognize the importance of user privacy protection in AIGC
services, which is an issue that cannot be ignored.

In AIGC services, user-generated content and personal data
may be processed and stored in edge computing environments.
This involves the potential risk of leakage of sensitive informa-
tion, especially when data is transmitted between user devices,
edge servers, and cloud. To enhance the privacy protection
capabilities of our framework, future work can explore the
integration of advanced privacy protection techniques such as

differential privacy and homomorphic encryption to ensure
the security and privacy of user data without sacrificing user
experience.

In summary, although this paper mainly focuses on improv-
ing the performance and efficiency of AIGC services, we also
realize the importance of privacy protection and suggest that
future research can further explore how to enhance user pri-
vacy protection while maintaining service quality. We believe
that by combining the latest privacy protection technologies
and privacy-aware design, we can build an AIGC service
framework that is both efficient and secure, providing users
with a better service experience.
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