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Abstract—5G slices are susceptible to indirect Distributed
Denial of Service (DDoS) attacks, where overwhelming traffic
directed to one slice can also disrupt other slices sharing the
same infrastructure Many current mitigation methods rely on a
detection phase, which may not be effective against unknown
or sophisticated attacks. Moving Target Defense (MTD) is a
security mechanism that invalidates the adversary’s collected
information, and it can be deployed without the detection phase.
In this paper, we propose a Slice Mutation technique based
on Reinforcement Learning (SMRL) that reduces the impact
of DDoS attacks on 5G slices while keeping the number of
allocated slices acceptable. SMRL proposes a general RL model
that considers ternary and ranking numbers to improve learning
performance. We tested SMRL on computer networks attacked
by a real botnet called Mirai and assessed its performance using
various measures, including a new functionality analysis method
The results indicate that SMRL decreases the number of slices
impacted by a DDoS attack and enhances the distribution of slices
among infrastructure resources by 46% and 20%, respectively.

Index Terms—5G networks, Moving Target Defense (MTD),
Distributed Denial of Service (DDoS), Network security, Rein-
forcement Learning.

I. INTRODUCTION

Network slicing divides a physical network into multiple
virtual networks to handle user requests for custom resources.
In 5G networks, each slice is logically separated from the other
slices [1, 2, 3, 4]. However, they share a common substrate
network, which can be the core network in 5G. This shared
infrastructure makes the impact of Denial of Service (DoS)
and Distributed DoS (DDoS) attacks, in which the adversary
tries to send flooded traffic toward a specific target to render
it unavailable, more destructive [5, 6, 7]. Consider a scenario
where two slices, namely a and b, are assigned to a single
physical node C, and the adversary intends to target slice
a. In this case, when the adversary floods the network with
traffic intended for slice a, the traffic is sent to the physical
node C, which ultimately results in the degradation of the
overall functionality of C. As a consequence, not only does
the targeted slice a suffer, but slice b is also affected by the
attack.

Most existing mitigation mechanisms for DoS/DDoS at-
tacks rely on detecting malicious activities first. However,

due to the increasing sophistication of attacker behavior and
the rise of zero-day attacks, these detection methods often
suffer from a high false negative rate, meaning many attacks
go undetected. Consequently, relying solely on diagnostic-
based solutions is not always sufficient. This highlights the
importance of mitigation techniques such as Moving Target
Defense (MTD) that do not depend on reconnaissance. MTD
works by constantly changing the attack surface, making any
information the attacker collects obsolete and reducing the
chance of a successful attack.[8, 9]. In the case of network
slices, it can be defined as mutating the slices to decrease
the impact of DDoS attacks. To our knowledge, none of the
existing research has considered slice mutation as a technique
for securing 5G networks [10, 11, 12].

This paper proposes a novel MTD method based on slice
mutation, utilizing Reinforcement Learning (RL) to find the
optimal mutation scenario. The proposed MTD method is re-
ferred to as SMRL, which stands for Slice Mutation technique
based on Reinforcement Learning. SMRL has two main goals:
(1) reducing the impact of a indirect DDoS attacks and (2)
keeping the number of successfully allocated slices acceptable.
A general RL model that different core networks can use is
proposed. This model considers the remaining CPU capacity
and the number of allocated slices for each physical machine.
However, these features are converted into ternary and ranking
numbers to enhance the model’s learning performance. The
main contributions of this paper are:

• Proposing a novel slice mutation method for protect-
ing 5G slices against DDoS attacks and reducing their
impact.
This paper introduces a new RL-based Slice Mutation
(SMRL) technique to protect 5G network slices against
distributed DDoS attacks. In traditional 5G infrastructure,
the shared physical platform supporting multiple virtual
slices makes the system vulnerable to indirect DDoS
attacks. When one slice is targeted, the effect of the attack
can spread to other slices with the same infrastructure,
compromising their availability. To address this issue, the
SMRL approach dynamically allocates slices in physical



resources through remapping, reducing the impact of
attacks on untargeted slices. By constantly moving slices
around, this method implements the MTD mechanism
effectively, making it difficult for attackers to maintain
their position. This approach doesn’t rely on traditional
detection techniques and provides an active layer of
defense.

• Proposing a general RL model that, once trained, can
be utilized by different core networks.
The RL model learns optimal mutation scenarios that bal-
ance two key goals: minimizing the impact of DDoS at-
tacks and ensuring an acceptable level of slice allocation.
What distinguishes this RL model is its generality, which
allows it to be adapted and trained for different network
environments without extensive modifications. The model
uses a combination of triple representations for remaining
CPU capacities and ranking numbers for the currently
allocated slices on each physical machine to increase
learning performance. This transformation simplifies the
learning process and enables faster convergence and more
effective decision-making. The ability of the RL model to
adapt to different core networks makes it a flexible and
scalable solution for mitigating DDoS risks in 5G and
beyond.

• Considering multiple metrics for evaluating the pro-
posed method performance and introducing novel
evaluation metrics.
This paper also introduces new evaluation criteria de-
signed to evaluate the effectiveness of the proposed
SMRL method. Unlike conventional DDoS mitigation
approaches that only focus on identifying or isolating
attacks, SMRL is assessed on several fronts, including
the proportion of affected slices, the proportion of re-
quests accepted, and the distribution of requests across
infrastructure resources. These metrics provide a more
comprehensive view of system performance by measuring
the impact of DDoS attacks and ensuring network effi-
ciency and resource utilization are maintained. Simulation
results performed on a network attacked by a real botnet
(Mirai) show significant improvements made by SMRL.

The following sections of this paper delve into mitigating
DDoS attacks against 5G slices. To begin with, a review of
the existing research on the various mitigation methods is pre-
sented in section II. The threat model and network models that
form the basis of the proposed solution are explained in detail
in section III. The proposed MTD method and its intricate
RL model are described in depth in section IV. Additionally,
section V comprehensively analyzes the proposed solution’s
effectiveness and performance. Finally, the paper concludes
with section VI, summarizing this research’s key findings and
contributions.

II. RELATED WORK

This section reviews the research on securing the network
slices against DoS/DDoS attacks. Thantharate et al. [13] have
proposed a secure framework for 5G networks, in which the
end users must first authenticate and then access the slices.
This authentication process ensures that malicious users cannot
access the critical slices. To ensure the security and safety of
the network, we utilize advanced deep neural network learning
algorithms to monitor the traffic behavior of each user. This
allows for the detection of any anomalous patterns that may
indicate a potential security threat. By continuously analyzing
and learning from user traffic, our system can identify and
respond to potential threats in real-time, keeping the network
and its users safe and secure. Kuadey et al. [14] have also
utilized a deep learning method to classify the network traffic
toward the slices as normal and malicious. If a traffic flow is
detected as a DDoS attack, it is blocked to prevent its access
to the slices. Another learning model is proposed by Bousalem
et al. [15], which detects the DDoS traffic and then enforces
the related security policies using software-defined networking
concepts. When a malicious user is detected, its traffic will be
forwarded to a sinkhole-type slice to remove it from the critical
slices. The DDoS attack against 5G slices is also detected
by the prediction model proposed by Moudoud et al. [16].
This model collects the users’ activity history and classifies
them into legal, suspicious, and malicious based on the Markov
stochastic process. The malicious activities are then blocked,
and the suspicious ones are carefully monitored. Niu et al. [17]
suggests blocking a slice that is the target of traffic load higher
than a specific threshold.

The research we previously reviewed is based on detection
and requires a detection phase to address DDoS attacks.
These methods have limitations in dealing with zero-day
(i.e., unknown) and sophisticated attacks because they rely on
previously collected datasets. Our focus is on methods that
depend on the detection phase.Sattar [18] have considered
slice isolation to mitigate DDoS attacks. In allocating the
slices on the physical network, the objective is to maximize
their separation. ObSI (Optimization-based Slice Isolation)
becomes ineffective in high-load conditions due to the lim-
itations of available resources. When there are many slice
requests, isolating each slice on separate physical machines
becomes increasingly difficult because the system must handle
more slices than its resources can fully support. As the load
increases, multiple slices are forced to share the same physical
infrastructure, undermining the isolation. If a DDoS attack
targets one slice, the lack of isolation allows the attack to
affect other slices on the same machine. Consequently, the
optimization algorithm can only ensure proper isolation when
there are fewer requests, but it cannot maintain this isolation
under heavy load.

The mentioned limitations of detection-based and isolation-
based works, which are summarized in Table I, motivate us
to use more powerful techniques, such as MTD, to overcome
them.



TABLE I
A SUMMARY OF THE RESEARCH TO MITIGATE DDOS ATTACKS AGAINST 5G SLICES.

Reference Year Main Idea Limitation
Thantharate et al. [13] 2020 Authenticating the users and monitoring the traffic to detect anomalies

Kuadey et al. [14] 2021 Classifying the traffic into normal and malicious, and blocking the malicious class Dependency
Bousalem et al. [15] 2022 Detecting the malicious traffic and forwarding it to a sinkhole-type slice on the
Moudoud et al. [16] 2020 Collecting users’ activities log and blocking the malicious activities detection phase

Niu et al. [17] 2022 Blocking the slice which is the target of high load traffic
Sattar, Javadpour et al. [18, 19] 2019,2023 Performing slice isolation to reduce the impact of DDoS attacks Non-scalability

III. PROBLEM DEFINITION

In a practical scenario, an adversary can gather information
about which machine in the main network has the most
allocated sectors through several detection techniques. A traffic
analysis method involves monitoring data flow between end
devices and core network machines to infer which machines
carry more load and suggest more cuts. Additionally, an
adversary can exploit vulnerabilities in network protocols or
management interfaces, such as insecure Application Program-
ming Interfaces (APIs), to extract resource allocation details.
Social engineering or phishing attacks targeting administrators
or system logs can also provide insights into the distribution of
network slicing. In our specified threat model, the adversary
is situated on an end device and has compromised several
other end devices to form an army. Once the army is fully
assembled, the adversary instructs them to send a large amount
of traffic towards a machine in the core network. This attack
is repeated over time. The adversary’s target is the machine
with the most allocated resources. This greedy behavior of the
adversary is also noted in a publication by Niu et al. [17].

Now, we explain the network model to formulate the
problem this paper aims to solve. We can model the network
as N = {P,R,A}, where P and R are the set of physical
machines and current active slice requests, and A is a matrix
that indicates the allocation of each request on each physical
machine. We have P = {p1, p2, . . . , pP }, where P is the total
number of physical machines in the core network and pi is
the CPU capacity of the ith physical machine. We also have
R = {r1, r2, . . . , rR}, where R is the total number of active
slices and ri is the required CPU capacity of the ith slice
request. It is worth noting that we are not focusing on the
bandwidth constraints in this paper. So, we have not considered
the links features in the defined network model. A is a binary
matrix of P × R (i.e., with P rows and R columns), where
the element in the ith row and the jth column, a(i,j), is one
if the jth slice is located on the ith physical machine. If a
request is not allocated on any of the physical machines, we
use the notation of ϕ in this matrix. Based on this definition,
we have at most a single one in each column of A.

A sample core network, α, with nine active slices is
illustrated in Figure 1. For this network, we have P =
{7, 5, 4, 4, 5} and R = {3, 3, 2, 2, 1, 3, 2, 1, 1}. The A value

p1 = 7p1 = 7p1 = 7 p2 = 5p2 = 5p2 = 5 p3 = 4p3 = 4p3 = 4

p4 = 4p4 = 4p4 = 4 p5 = 5p5 = 5p5 = 5

r2 = 3r2 = 3r2 = 3

r7 = 2r7 = 2r7 = 2

r4 = 2r4 = 2r4 = 2

r6 = 3r6 = 3r6 = 3 r1 = 3r1 = 3r1 = 3

r8 = 1r8 = 1r8 = 1

r3 = 2r3 = 2r3 = 2

r9 = 1r9 = 1r9 = 1

r5 = 1r5 = 1r5 = 1

Fig. 1. A sample core network, α, with nine active slices.

is also presented in Equation 1.

A =


0 1 0 1 0 0 1 0 0
0 0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0
0 0 1 0 1 0 0 0 1

 (1)

Now, we define some functions related to this model. The
slic(N , i) function returns the number of slices that are
allocated on the ith physical machine. We can calculate this
function using Equation 2.

slice(N , i) =

R∑
j=1

a(i,j) (2)

max(N ) is the highest number of slices that are allocated on
a single machine. The calculation of this function is presented
in Equation 3.

max(N ) = max
1≤i≤P

slice(N , i) (3)

For calculating the consumed CPU capacity of the ith physical
machine, con(N , i) is defined. It is calculated by Equation 4.

con(N , i) =

R∑
j=1

a(i,j)×ri (4)



TABLE II
SOME OF THE NUMERICAL VALUES OF THE DEFINED FUNCTION FOR

FIGURE 1

function i = 1i = 1i = 1 i = 2i = 2i = 2 i = 3i = 3i = 3 i = 4i = 4i = 4 i = 5i = 5i = 5
slic(N , i) 3 1 2 0 3
max(N ) 3
con(N , i) 7 3 4 0 4
rem(N , i) 0 2 0 4 1
aloc(N , i, 7) 1 1 0 1 0
suc(N , i) 1 1 1 1 1
sup(N ) 9

rem(N , i) is a function that gets the physical machine index
and returns its remaining CPU capacity. It can be calculated
using the con() function as Equation 5.

rem(N , i) = pi − con(N , i) (5)

Now, we define a binary function, aloc(N , i, j), that returns
one if the jth request can be allocated on the ith physical
machine. For calculating aloc(), we can use Equation 6.

aloc(N , i, j) =


1, If a(i,j) = 1

1, Else if rem(N , i) ≥ rj

0, Otherwise = 0

(6)

We define another binary function, suc(N , i), that returns one
if the ith request is successfully allocated on a machine. We
can use Equation 7 to calculate suc(N , i).

suc(N , i) =

{
1, If ∃j : a(j,i) = 1

0, Otherwise = 0
(7)

Finally, sup(N ) is the total number of active slices that are
successfully located on a physical machine, which is calculated
by Equation 8.

sup(N ) =

N∑
i=1

suc(N , i) (8)

Table II presents some of the numerical values of the defined
functions for the illustrative example in Figure 1.

Based on defined notations and functions, which are summa-
rized in Table III, the problem this paper aims to solve is ”How
to dynamically minimize the value of max(N ), while keeping
the value of sup(N ) at an acceptable level”. Minimizing the
value of max() reduces the impact of DDoS attacks on the
non-target slices, and keeping the value of sup() acceptable
is the primary requirement of the network slicing process.

IV. PROPOSED MTD METHOD

The proposed MTD method starts after the slices are ini-
tially allocated. This method aims to mutate the slices so that
the physical machine hosting the maximum number of slices
changes over time. We give an example to depict this goal
according to Figure 1. In this example, four slices are allocated
on the first physical machine. The adversary repeats the attack
periodically. Hence, in the next launch, the first machine is
again the target, and four slices become unavailable each time.

p1 = 7p1 = 7p1 = 7 p2 = 5p2 = 5p2 = 5 p3 = 4p3 = 4p3 = 4

p4 = 4p4 = 4p4 = 4 p5 = 5p5 = 5p5 = 5

r2 = 3r2 = 3r2 = 3

r7 = 2r7 = 2r7 = 2

r6 = 3r6 = 3r6 = 3

r5 = 1r5 = 1r5 = 1

r1 = 3r1 = 3r1 = 3

r8 = 1r8 = 1r8 = 1

r4 = 2r4 = 2r4 = 2 r3 = 2r3 = 2r3 = 2

r9 = 1r9 = 1r9 = 1

Fig. 2. The mutation of the slices in the sample core network, α

Now assume that the allocation of the slices changes over time
as illustrated in Figure 2. The adversary discovers that the first
machine contains the greatest number of slices. Before the
adversary’s army received the attack command, the allocations
had already changed, resulting in the DDoS attack causing the
unavailability of only two slices.

The main challenge of the proposed method is resource
limitation. The physical machines in the core network have
specific CPU capacities, and the links are also bandwidth-
limited [20]. Hence, not all the slice mutation scenarios are
valid. The sum of the CPU capacities of the slices located
on a machine must not exceed its CPU capacity. The same
condition is required for the links. We are going to handle
this challenge using RL models.

Our proposed MTD method, called SMRL (Slice Mutation
technique based on Reinforcement Learning), suggests an RL
model that extracts the features of the core network and the
allocated slices on each machine and then finds the optimal
mutation scenario for mitigating the DDoS attacks. In each
mutation time interval, the RL model finds the best slice to
be migrated to another machine. The RL model finds both the
slice and the destination machines. In the remainder of this
section, we explain the details of the proposed RL model.

A. Action space

Finding the optimal solution in an RL model is a kind of
game for the agent. In each step of this game, one of the
slices is highlighted, and the agent can decide whether to
migrate it. In the case of migration, the agent also decides
which physical machine is the optimal destination. There is
no need to consider the actions space size as P + 1 since
no migration occurs if the destination physical machine is the
same as the current host of the slice [21]. Hence, the size of
the action space is P . The game is over when the agent reaches
the step of R. If the agent is in step i, where 1 ≤ i ≤ R, and



TABLE III
THE NOTATIONS AND FUNCTION USED IN MODELING THE NETWORK IN THIS PAPER

Notation/Function Description
N The network model, containing the core network and its active slices
P The set of physical machines
P The total number of physical machines
pi The CPU capacity of the ith physical machine
R The set of currently arrived slice requests
R The total number of active slices
ri The required CPU capacity of the ith request/slice
A The binary matrix of allocation states

a(i,j) The element in the ith row and jth column, which is one if the jth slice is allocated on the ith machine
slic(N , i) The number of slices allocated on the ith machine (Equation 2)
max(N ) The highest number of slices that are allocated on a single machine (Equation 3)
con(N , i) The consumed CPU capacity of the ith machine (Equation 4)
rem(N , i) The remained CPU capacity of the ith machine (Equation 5)
aloc(N , i, j) The condition of the jth slice about being allocated on the ith machine (Equation 6)
suc(N , i) The condition of the jth slice about being successfully allocated (Equation 7)
sup(N ) The total number of active slices that are successfully allocated (Equation 8)

selects the action of j, it means that the ith slice must migrate
to the jth physical machine [22].

B. Environment states

The environment in an RL model represents the problem
space to the agent. The agent is provided with the envi-
ronment data and then explores it to find the best solution.
The environment contains multiple states, and the transition
between the states depends on the agent’s action. In the
proposed RL model, we represent each physical machine of
the core network with two main features: (1) the remaining
CPU capacity and (2) the number of slices that are currently
mapped on it [23, 24]. It is worth noting that since we have not
considered the limitations of bandwidth capacities (section III),
the features related to the links are not presented in formulating
the environment states.

SMRL transforms the raw features into ranking or ternary
numbers to improve the agent’s learning performance. The
agent does not have to know the numerical values for the
remaining CPU capacities. The only requirement is that the
current machine can host the slice. We only need to use three
numbers: two to indicate that the slice is currently located on
this machine, one to indicate that the slice can be removed
from the machine, and two to indicate invalid migration. For
example, the sample core network, α, has P = {7, 5, 4, 4, 5}.
The agent must allocate the first slice (r1) in the first step.
This slice can be located on any of the machines. So we
can pass {1, 1, 1, 1, 1}. If the value of r1 was 6, we passed
{1, 1, 0, 0, 1} to the agent. These ternary values help reduce
the state size; accordingly, the agent can be trained more
effectively. Moreover, SMRL converts the number of slices
located on a physical machine to its rank. For example, in
Figure 1, the first and fifth machines have the greatest value of
slic(). So, they are ranked as 0. The third and second machines
are in the second and third places, respectively. So we can pass
{0, 3, 2, 4, 0} to the agent. Using this transformation makes
the proposed RL model general. In other words, once a single
model is trained, any core networks with P physical machines

Algorithm 1 The procedure of generating the environment
state
Require: N , the network model and its parameters
Require: request, the index of the current slice request
Ensure: state, the current environment state

state ← {}
for 1 ≤ i ≤ P do

if a(i,request) = 1 then
Add 2 to states

else if rem(N , pi) ≥ rrequest then ▷ Equation 5
Add 1 to state

else
Add 0 to state

ranks ← {}
for 1 ≤ i ≤ P do

max ← ϕ
for 1 ≤ j ≤ P do

if j ∈ ranks then
continue

ms ← slic(N ,max)
if max = ϕ or slic(N , j) > ms then ▷ Equation 2

max ← j
Add max to ranks

for 1 ≤ i ≤ P do
for 1 ≤ j ≤ P do

if ranks[j] = i then
ls ← slic(N , ranks[j − 1]) ▷ Equation 2
if j > 1 and ls = slic(N , ranks[j − 1]) then

Add the last member of state to state
else

Add j to state
break

return state

can utilize it. This model is dependent on neither the values
of CPU capacities nor the slice features.

The procedure of generating the environment states is
presented in Algorithm 1. In the first loop of this algorithm,
the ternary numbers are generated. The second loop sorts the
physical machines based on their allocated slices, and the last
loop calculates the rank of each machine.



Algorithm 2 The procedure of training the agent in SMRL
Require: N , the network model as the environment
Require: episodes, the number of training episodes
Ensure: model, the trained model

model ← initialize the RL model
for 1 ≤ e ≤ episodes do

moves ← 0
mutation ← FALSE
while moves < R do

state ← generate the environment state ▷ Algorithm 1
action ← the optimal action found by model
r ← moves
p ← action
if state[p] = 0 then

reward ← -30
else if state[p] = 1 then

if state[P + p] = 0 then
reward ← -10

else
reward ← 0
mutation ← TRUE

else
reward ← 0

if moves = R− 1 then
if mutation then

reward ← reward + 1
Allocate the rth request on the pth physical machine
Update model based on state, action, and reward
moves ← moves + 1

return model

C. Reward function

The agent is led toward the optimal solution by the awards
received after each action in each state. There are different
conditions for the actions as follows.

• Migrating a slice to a machine with insufficient capacities
is unsuitable. Hence, if the action leads to this situation,
the value of the reward is a big negative number (i.e.,
-30).

• Since we are performing a mutation scenario, having at
least one migration in each time interval is suitable. So,
we give a big positive number for cases with at least one
mutation.

• It is not preferred to migrate a slice to a machine with
the highest number of allocated slices (i.e., the highest
value of slic()). As a result, we give a reward equal to
a small negative number for the actions resulting in this
situation.

Algorithm 2 explains the procedure of training the agent in
detail.

V. EVALUATION

To evaluate the performance of SMRL, we simulated thou-
sands of networks, and the average results are reported in this
section. We used PyTorch to implement the RL model and
Python to simulate the networks. The performance of SMRL
is compared with that of ObSI [18, 22, 25, 26], the only
comparable method, which is a mitigation method for DDoS
attacks against 5G slices with no requirement of the detection

phase. The core networks in the simulation scenarios have
different numbers of physical machines, varying from 5 to 25.
The CPU capacity of these machines is randomly selected,
with a maximum limit of 40. The slice requests also require
a random amount of resources with a maximum of 6 CPUs.
The number of active slices at each time also varies between 2
and 100. Since there are 20 different core networks, we have
trained the proposed RL model with 20 different conditions,
all of them with 5000 training episodes.

There are 100 end devices in the simulated networks, and
they are connected to the core network through a single switch.
We have implemented the botnet of Mirai to compromise
the end devices, and the launched DDoS attack follows the
defined threat model (section III). The main adversary is
located on a random end device, and five random end devices
are initially compromised as the first bots. Then, these bots
scan the network and probe the other victim’s devices. Once
the authentication credential of an end device is found, it
is reported to Mirai’s loader component. The loader loads a
malicious script onto the victim’s device and turns it into a bot.
Once the botnet army is established, the adversary commands
them to launch a DDoS attack against the physical machine
with the highest number of slices. The DDoS command is
sent randomly every 60-120 seconds. In our comparison with
ObSI, we evaluated the performance of SMRL based on
its effectiveness in mitigating DDoS attacks without relying
on detection mechanisms. While ObSI considers additional
constraints such as bandwidth and end-to-end delay, our focus
was specifically on assessing the resilience of slice mutation
in enhancing network security against these attacks. We have
not implemented a variant of ObSI that incorporates these
constraints; instead, we analyzed SMRL in its current form.
Furthermore, it is essential to note that ObSI assumes slices
consist of multiple Virtual Network Functions (VNFs) and
discusses both intra- and inter-slice isolation. In contrast,
SMRL focuses primarily on slices composed of a single VNF,
leading us to compare them against the inter-slice scenarios
presented in ObSI mainly. We acknowledge the differences in
assumptions and constraints between the two methods, which
are crucial for interpreting the comparison results.

We have considered three evaluation metrics for assessing
SMRL’s performance: the affected slices ratio, the request
acceptance ratio, and the distribution of the allocated requests.
The remainder of this section presents the analysis of these
metrics.

A. Affected slices ratio

The affected slice ratio is the number of slices that become
unavailable after a DDoS attack compared to the total number
of successfully allocated slices. One of the SMRL’s goals is
to minimize the value of max(N ), and the affected slices
ratio is an excellent metric to evaluate it. Figure 3 reports
the simulation results regarding the affected slices ratio. The
first point about this graph is its descending order. The growth
in active slices results in fewer successfully allocated slices.
So, the core network resources are assigned to fewer slices;
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and having random allocations without mutations.

hence, the number of slices allocated on a single machine
becomes smaller. The other point is the significant difference
in the ratio of affected slices between SMRL and ObSI. On
average, SMRL has improved this metric by 46%. This is due
to changes in the slice allocations. The fixed allocation in ObSI
can only achieve a limited isolation level. However, the use
of SMRL results in modified allocations over time, leading to
different max() values.

B. Requests acceptance ratio

The second goal of SMRL is to retain an acceptable number
of successfully allocated slices (i.e., suc(N )). This goal can
be evaluated using the requests acceptance ratio, the ratio
of successfully allocated slices to the total number of active
(i.e., currently arrived) slices. A comparison of SMRL and
ObSI regarding acceptance ratio is presented in Figure 4.
The graph displays also the outcome of a scenario where no
MTD approaches are used, and slices are randomly allocated.
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Fig. 5. Comparing the requests distribution of SMRL and ObSI methods.

The graph is in descending order because as the number of
active slices increases, the core network’s ability to cover
them diminishes. The acceptance ratio is low if the slices are
randomly allocated without mutations. On the other hand, both
SMRL and ObSI have tried their best to allocate as many slices
as possible. Hence, there is no significant difference between
their performance in terms of acceptance ratio. The average
acceptance ratios of SMRL and ObSI are 64.17% and 64.34%,
respectively. We have reported the results of the acceptance
ratio only to check whether SMRL decreases the acceptance
ratio too much.

C. Requests distribution

A good allocation solution distributes the slices among all
the physical machines so that a single machine is neither too
idle nor too busy handling the slices. For this reason, we
can analyze the request distribution. We define the request
distribution as the variance of slic() for all the machines. This
is calculated based on Equation 9, where slic is the average
value of slic() for all i.

Requests Distribution =

P∑
i=1

(slic(N , i)− slic)2

P − 1

(9)

For example, the request distributions of Figure 1 and Figure 2
are 1.7 and 0.2, respectively. The lowest values of variance
indicate a more complete distribution. Therefore, a reason-
able allocation solution has lower request distribution values
than others. Figure 5 illustrates the comparison of requests
distribution between SMRL and ObSI. When the number of
active slices is too high, many are not successfully allocated,
and the remaining ones are easier to handle. So, the request
distribution in this case is low. On the other hand, if the
number of requests is too low, they also become easier to
handle, and the same situation happens. In the other cases, the
allocation solution has to handle many slices, and it is hard
to keep their distribution perfect. As a result, this graph has a



bell curve. Moreover, we can see that SMRL achieves a lower
value of request distribution in all the scenarios, which means
SMRL is more powerful than ObSI in distributing the slices
among all the machines. The average results show that SMRL
has improved the request distribution by about 20% compared
to ObSI.

VI. CONCLUSION AND DISCUSSION

Network slicing is one of the key processes in 5G and
beyond. The slices support the users’ custom requirements for
infrastructure resources. The slices are vulnerable to DDoS
attacks that make them unavailable. In this paper, we have
proposed a slice mutation technique based on RL (SMRL) that
first randomly allocates the slices on the physical machines
and then, in each time interval, performs a mutation to achieve
two goals: (1) reducing the impact of a DDoS attack against
a specific slice on the other slices, and (2) keeping the num-
ber of successfully allocated slices acceptable. The proposed
RL model utilizes ternary and ranking numbers to represent
the remaining CPU capacities and the number of currently
allocated slices for each physical machine, respectively. Using
these numbers, the proposed RL model is generally to be
utilized by multiple core networks. We have evaluated the
goal achievement of SMRL by three metrics: affected slices
ratio requests acceptance ratio, and requests distribution. The
average results obtained from the simulations say that SMRL
has reduced the affected slices and requests distribution by
46% and 20%, respectively, while keeping the acceptance ratio
unchanged. This paper’s future work will consider the links
and bandwidth capacities for representing the core networks
and the slice requests. Moreover, we are eager to analyze
the impact of different mutation intervals on the performance
of SMRL. Integrating honeypot and encryption as a ser-
vice (EaaS) techniques with the SMRL model offers several
promising directions for future research in securing network
slices in 5G and beyond [3, 27, 28, 29, 30]. Combining EaaS
with this approach increases security by encrypting end-to-
end communications, ensuring that even if attackers intercept
traffic, they cannot access sensitive information. Additionally,
encrypted honeypots can simulate high-value targets and divert
attention away from operational breaches while maintaining
strong data protection. A mathematical model can also be
developed to optimize the placement of honeypots in mutated
slices and determine the effect of honeypot deception on the
overall network resilience. Finally, incorporating EaaS and
honeypots into core network demonstrations, where honey-
pots simulate different bandwidth capacities and cut requests,
provides another layer of deception and security, especially
against DDoS attacks. This hybrid approach strengthens the
defense of the network-slicing environment while maintaining
acceptable performance levels.
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