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AbstrAct
A virtualized network infrastructure is com-

posed of multiple virtualized network functions 
(VNF) interconnected by well defined interfac-
es, and thus forming a VNF-graph. The initial 
deployment of such a VNF-graph inside a data 
center (DC) is a complex task 
with multidimensional aspects 
compared to deploying a single 
VNF that may represent a single 
network function. The problem 
space becomes more complex when each VNF 
is further decomposed into multiple VNF com-
ponents (VNFC), where each VNFC embodies 
a subset of network functions attributed to the 
respective VNF. The challenge is to ensure that 
the deployment strategy meets the intra-func-
tional constraints between the multiple VNFCs 
constituting the VNF-graph while ensuring ser-
vice, performance and operational integrity, and 
also ensures optimal utilization of the underlying 
resources of the DC infrastructure (DCI).

In this article we analyze the cost incurred 
by two “constraint-based heuristically applied” 
initial VNF/VNFC deployment strategies with 
reference to a virtualized mobile network infra-
structure providing EPCaaS (evolved packet 
core as a service) while taking into consideration 
functional and administrative constraints. The 
cost of deployment is measured in terms of the 
utilization of DC infrastructure resources such 
as compute and networking. We also present 
the discussion in view of the ETSI NFV MANO 
framework, undergoing standardization, that is 
responsible for management and orchestration of 
NFV systems including VNF deployment. 

IntroductIon
bAckground

Network function virtualization (NFV) is fast 
emerging as a promising technology that leverages 
the concept of cloud technology and virtualization 
techniques into the realm of telecommunication 
networks. Mobile network operators are especially 
interested in exploring the potential of adopting 
this technology to enhance their competitiveness 

and reduce capital and operational costs. At pres-
ent the network function entities are developed 
and ported on customized hardware platforms 
designed and tested for meeting the functional 
and operational requirements for a specific func-
tion or set of functions. Such a rigid infrastructure 
makes network scalability difficult and expensive 
and increases the total cost of ownership (TCO). 
Additionally it also locks the operator into specific 
hardware and/or software vendors, while constrain-
ing the operator from rolling out new services as 
per demand, thereby impacting revenue.

NFV technology has the potential of offset-
ting the above issues while providing a highly 
scalable, flexible, and elastic network infrastruc-
ture. NFV involves the virtualization of network 
node functions and hosting these virtualized 
network functions (VNF) on virtual machines 
(VM), which in turn are deployed on commod-
ity servers (i.e. COTS servers). These VNFs are 
then interconnected across the servers to provide 
the intended network services (NS). For example 
a mobile core network, such as evolved packet 
core (EPC), is composed of several functional 
entities interconnected via standardized inter-
faces. In order to virtualize an EPC for provid-
ing EPC as a service (EPCaaS), the functional 
elements are characterized by multiple VNFs, 
where the respective VNFs are interconnected 

via well-defined interfaces form-
ing a VNF-graph. For truly resil-
ient and elastic performance, the 
VNFs can also be decomposed 
into multiple inter-connected 

VNF components (VNFC), where each VNFC 
instance is hosted on a single VM.

EtsI nFV MAno systEM
The inherent advantages offered by NFV intro-
duces the challenge of the management and 
orchestration of the multitude of distributed 
VNF(C)s deployed across multiple servers in 
a network functions virtualized infrastructure 
(NFVI), for example a data center (DC), to pro-
vide carrier-grade service. To this effect an ETSI 
ISG has been formed to standardize the vari-
ous aspects of NFV enabled networks, includ-
ing the NFV management and orchestration 
(MANO) framework [1]. The proposed MANO 
framework architecture is shown in Fig. 1, which 
is composed mainly of three functional blocks, 
namely the virtualized infrastructure manager 
(VIM), the VNF manager (VNFM), and the 
NFV orchestrator (NFVO), interconnected over 
specific reference points. There are addition-
al data repositories that may contain necessary 
information about NS, VNF, NFV, and NFVI 
that will enable the NFVO to perform its tasks. 
The MANO architecture also defines reference 
points for interfacing the MANO system with 
external entities like NFVI, OSS/BSS, VNFs, and 
element managers (EM) for delivering unified 
management and orchestration of a VNF system.

An interfaces and architecture (IFA) WG 
has been formed under the ETSI NFV that has 
the mandate to develop specifications for the 
MANO framework. In this respect, the IFA WG 
at present is in the process of specifying interfaces, 
requirements, and operations for the reference 
points in view of the functional/operational scope 
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of the NFVO, NFVI, and VIM, as described in 
[1]. Besides traditional FCAPS management, the 
MANO framework focuses on newer manage-
ment aspects introduced by NFV, such as the cre-
ation and life-cycle management (LCM) of the 
virtualized resources for the VNF, and collectively 
referred to as VNF management [1]. There are 
several VNF management tasks such as VNF scal-
ing, migrating, and updating, to name a few, but 
the deployment/instantiation of VNF(C)s in a DC 
(i.e. in the NFVI) is the main focus of this article. 

It is a challenging task to initially deploy 
VNF(C)s on a NFVI, owing to the intra-func-
tional dependencies and constraints among the 
various VNF(C)s. Thus, during deployment the 
MANO system must take into consideration 
the intricate (anti)affinity between the various 
VNF(C)s that constitute a complex NS such as 
a virtualized evolved packet core (vEPC). Fol-
lowing are the main aspects that the MANO sys-
tem must take into consideration when forming 
a VNF-graph and making deployment decisions 
when realizing complex NS such as the vEPC:
• Networks by themselves offer a complex, 

well connected, and well defined ecosys-
tems, composed of multiple complex, yet 
well defined and well specified functions 
and with strict relationships.

• The network functions are interconnected to 
each other via well-defined interfaces and 
communicate with each other using well-de-
fined and specified protocols.

• These network functions work in a coordi-
nated manner to ensure end-to-end service 
integrity and connectivity.

• Each network function has a different set of 
system and resource requirements.

• Each network function has a well-defined 
functional scope of operation as stipulated 
by the relevant standards.

• Achieving carrier-grade performance from 
the deployed VNF-graph is still the number 
one priority for many mobile operators.
In this article we address and analyze the issue 

of initial deployment of a virtual mobile network 
platform, represented by a VNF-graph, within a 
DCI (i.e. NFVI). For our analysis we have adopt-
ed a simplistic architecture of a vEPC network [2] 
as a reference for our analysis. The main objective 
and motivation behind this article is to compare 
two constraint-based heuristic approaches of ini-
tial deployment of vEPC VNFCs over a DCI and 
analyze the impact of the two deployment strate-
gies on the cost of deployment.

The rest of the article is organized as follows. 
The next section provides some related research 
work, by which we will provide a conceptual and 
functional overview of EPCaaS with reference to 
the vEPC network. This is followed by a descrip-
tion of the evaluation framework and method 
that includes the modeling of the DC and vEPC 
network. We describe the two proposed deploy-
ment strategies, and we present performance 
analysis. The article then concludes.

rElAtEd Work
Several pioneering research works have been con-
ducted to enable the creation and runtime manage-
ment of mobile networks over the cloud, studying 

different implementation options [3] and devising 
an entire framework for the creation of end-to-end 
mobile services, including mobile transport net-
works, on the cloud [4]. For a successful creation of 
mobile core networks on the cloud, algorithms for 
optimal placements of VNFs on a federated cloud 
and within the same DC are of crucial importance. 

In traditional mobile core networks, mecha-
nisms and algorithms have been devised to select, 
for mobile users, optimal data anchor gateways 
from within a fixed range of geographically static 
gateways for the sake of communication efficiency.

However, in cloud-based mobile core network, 
gateways are realized as VNFs, which are not only 
created on-demand, but operators have more flex-
ibility in deciding where to place VNFs of gate-
ways, rather than just selecting gateways from 
within a fixed set of static gateways. Such flexibility 
helps mobile operators to dynamically dimension, 
plan, and re-plan their mobile networks whenev-
er there is a need for that and as per the chang-
ing behavior of mobile users, the features of the 
provisioned services, and according to other met-
rics relevant to the mobile network performance. 
Regarding the latter, the authors in [5] proposed 
a VNF placement method, particularly for creat-
ing mobile gateway functionalities (serving gate-
way (S-GW)) and their placement in federated 
clouds so that the frequency of S-GW relocation 
occurrences is minimized. In [5], the aim was to 
conduct an efficient planning of service areas 
(SAs) retrieving a trade-off between minimizing 
the user equipment (UE) handoff between SAs, 
and minimizing the number of created instances 
of the virtual S-GWs. In [6] the focus was on VNF 
placement and instantiation of another mobile 
network functionality, namely data anchoring or 
PDN-GW (P-GW) creation/selection. That work 
argued the need for adopting application type and 
service requirements as metrics for creating VNF 
instances of PDN-GW and selecting adequate vir-
tual P-GWs for UEs receiving specific application 

Figure 1. ETSI NFV management and orchestration (MANO) framework 
overview [1].
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types. The placement of P-GW VNFs was mod-
eled through a nonlinear optimization problem 
whose solution is NP-hard. Three heuristics were 
then proposed to deal with this limitation. In [7] 
the authors proposed a softEPC framework for 
flexible and dynamic instantiation of EPC VNFs 
with reference to the actual traffic demand at 
appropriate topological locations.

While the above research works considered 
the problem of VNF placement across federated 
clouds, the present article will be looking into the 
VNF placement problem within the same DC. In 
this context research work has been conducted 
for decisions on VM placement within the same 
DC, having as the objective cost savings thanks 
to better utilization of computing resources and 
less frequent overload situations. In [8] perfor-
mance isolation (e.g. CPU, memory, storage, and 
network bandwidth), resource contention prop-
erties (among VMs on the same physical host), 
and VMs’ behavioral usage patterns are taken 
into account in decisions on VM placement, VM 
migration, and cloud resource allocations. 

In other research works, optimal placement of 
VMs takes into consideration electricity-related 
costs as well as transient cooling effects [9]. Oth-
ers do autonomic placement of VMs as per pol-
icies specified by the data center providers and/
or users [10]. Other VM placement strategies 
consider maximizing the profit under a particu-
lar service level agreement and a predetermined 
power budget [11]. 

In [12] the authors take into consideration the 
reduction in control-signaling traffic and conges-
tion in the data plane of a vEPC system. However, 
the authors in [12] take a different view, where 
instead of focusing on the placement of individual 
VMs, they propose to group multiple vEPC func-
tions, for example SGW and PGW, in one VM, 

and then interconnecting the different VM seg-
ments via GTP to achieve the desired objective. 

Thus instead of taking a one dimensional 
view of VM placement and focusing on the 
single optimization factor, the VNF place-
ment problem, addressed in this article, is 
more complex. This is so because a virtual-
ized network infrastructure is composed of 
multiple VNFs, which are interconnected 
by well-defined interfaces, thereby forming 
a VNF-graph. The problem space becomes 
more complex when a single VNF gets fur-
ther decomposed into multiple interconnect-
ed VNFCs, and there is a strict functional 
relationship between the various VNFCs and 
performance constraints that makes the 
deployment process more complex.

Unfortunately, there is not much informa-
tion available that may analyze the impact of 
deployment strategy during the initial deploy-
ment of a virtualized network infrastruc-
ture (represented by a VNF-graph) in a DC. 
In this regard, this article analyzes the impact 
on the cost of DC resources, such as network-
ing and computing, by comparing the impact 
of two “constraint-based and heuristically-de-
rived” deployment strategies, namely vertical 
serial deployment (VSD) and horizontal serial 
deployment (HSD) strategies adopted for the 
deployment of a virtualized mobile core net-
work, referred to as a vEPC.

EPcAAs: concEPtuAl And 
FunctIonAl oVErVIEW

The objective of EPCaaS is to virtualize the EPC 
infrastructure in order to extend the advantages 
of the cloud system to mobile network operators. 
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Figure 2. Virtualized evolved packet core (vEPC) system overview: a) functional overview; b) interfaces between vEPCs VNFCs.
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This is done by instantiating the EPC system’s 
functional entities (e.g. mobility management 
entity (MME), S-GW, P-GW) as VNFs on VMs 
over COTS servers instead of a specialized mis-
sion-specific, custom tuned, expensive hardware 
platform. To provide the service and design con-
cept of EPCaaS we use a simplistic architecture 
of a vEPC network [2] as a reference use case. 
The overview of this architecture is depicted in 
Fig. 2a, where the MME and S/P-GW VNFs are 
referred to as vMME and vS/P-GW, respectively. 

The following four possible architectural ref-
erence models for EPCaaS have been specified 
in [3, 13] based on how the VNFs are mapped 
on the VMs:
• 1:1 mapping, where each EPC VNF is 

implemented on a separate VM.
• 1:N mapping, where each EPC VNF is 

decomposed into sub-functional entities 
(i.e. VNFC) and each VNFC is implement-
ed on a separate VM.

• N:1 mapping, where the complete EPC sys-
tem is implemented on a single VM.

• N:2 mapping, which is similar to N:1 except 
that it separates the control plane (CP), user 
plane (UP), and database services of the EPC 
onto three separate interconnected VMs.
The vEPC system falls in the category of 

1:N mapping, where the respective VNFs of the 
vMME and vS/PGW functions are decomposed 
into separate CP and UP VNFCs in order to 
render enhanced agility and elasticity in view of 
different traffic and application types. Thus the 
vS/PGW is divided into two VNFCs, namely vS/
PGW-C and vS/PGW-U, with the former VNFC 
processing the CP load and the latter processing 
the UP load. Similarly, the vMME functionality 
is embedded in the combination of signaling load 
balancer (SLB) and mobility management proces-
sor (MMP) VNFCs, where the MMP performs 
the processing task of the MME. The combination 
of SLB and MMP will allow the scaling of vMME 
by using SLB and by adding/deleting MMPs. Each 
functional entity (i.e. SLB, MMP, vS/PGW-C, and 
vS/PGW-U) is realized on a separate VM, and the 
inter-connectivity between these VNFCs is based 
on standardized interfaces (Fig. 2b).

EVAluAtIon FrAMEWork And MEthodology
For cost analysis, we have developed an evalua-
tion framework in C++. The evaluation frame-
work has been designed with reference to the 
functional requirements of the MANO system [1]. 
This framework is composed of a DCI model, a 
vEPC system model, and a deployment model. 
For a specific CP/UP input load, the vEPC sys-
tem model determines the required number of 
VNFCs and their respective resource require-
ments that will support the incident traffic load. 
The deployment model, based on a specific 
deployment strategy, will then deploy the respec-
tive vEPC’s VNF-graph, including the respective 
VNFCs, on the servers of the underlying DCI 
model while taking into account the resource 
requirements of individual VNFCs and the 
vEPC system internal bounds and constraints. 
The framework then computes and determines 
the cost incurred by the respective deployment 
strategy in terms of DC networking and com-

putes resource consumption for the incident CP/
UP traffic load. Our evaluation framework can 
be scaled to any size DC and to any size vEPC 
system, depending on the load on the operator’s 
network. The overview of the DCI model, the 
vEPC system model, and the deployment strate-
gies, are discussed in the following sub-sections.

dAtA-cEntEr InFrAstructurE ModEl
For the analysis, we have modeled the traditional 
hierarchical three-tier DC architecture composed of: 
• The core layer
• The aggregation layer
• The access layer [14]
At the lowest level is the access layer, which 
contains pools of servers housed in racks, where 
each server is connected to one (or two for 
redundancy) top-of-rack (TOR) L2 switch. Each 
TOR switch is, in turn, connected to one (or two 
for redundancy) high capacity L2/L3 switch at 
the aggregation layer. The aggregation switch-
es are then connected to the top-level switches/
routers, forming the core layer. Such a fat-tree 
topology can be scaled up, in turn, by scaling up 
each individual switch. Figure 3 illustrates the 
DCI topology that we have modeled, where the 
dotted lines indicate redundant links, thereby 
connected to the redundant/backup node. For 
our analysis, we do not consider failure scenari-
os and hence the redundant links/nodes are not 
utilized. The access layer is modeled as an m  
n matrix where m is the number of racks and n is 
the number of servers per rack. For our analysis, 
we consider a homogenous access system where 
all racks are of the same size and all servers are 
of the same configuration and form-factor. The 
servers are modeled having x number of CPU 
cores and xGbps aggregate network bandwidth. 
On the other hand, the switches/routers are mod-
eled considering xGbps aggregate bandwidths.

VEPc systEM ModEl
The vEPC system is modeled by characterizing the 
individual VNFCs (SLB, MMP, S/PGW-C, and 
S/PGW-U) in terms of the CP/UP load that they 
process. The model also captures the interfaces 
between the different relevant VNFCs, as depicted 
in Fig. 2b. Figure 2b illustrates the interconnected 
VNFCs constituting the vEPC system with rele-
vant interfaces. The model is able to determine 

Figure 3. Three-layer date center infrastructure model.
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not only the number of relevant VNFCs required 
to handle a particular CP/UP load profile, but also 
determines the resource requirements of individ-
ual VNFCs in terms of CPU cores and network 
bandwidth. This information is then used to ana-
lyze the deployment cost of the vEPC system in a 
DCI, thereby enabling the operators to dimension 
the resources of their respective DCI for specific 
load conditions and service requirements.

This model is expected to provide insight 
into the resource requirement of every VNFC 
and thus the size of the overall vEPC system, in 
response to external inputs. The load models for 
vMME and vSPGW are derived with reference 
to Fig. 2b, and summarized below.

Load Model for vMME: As stated earlier, the 
vMME is composed of the SLB and MMP virtual 
instances. The load from the eNBs is balanced 
by SLB among multiple MMP instances. We 
assume SLB to be balancing the load between 
MMPs in an equally weighted round-robin man-
ner. The total S1C load on a single SLB instance 
from eNBs is the aggregate S1C loads from all 
eNBs associated with the SLB.

Thus, the load on a single MMP instance 
is the total S1C load on a single SLB instance 
divided by the number of MMPs that a single 
SLB can serve. The ratio between the number 
of eNBs per SLB and the number of MMPs per 
SLB depends on the load balancing capability 
of the SLB as well as the maximum load that an 
MMP instance can handle.

Load Model for vS/PGW: The vS/PGW is 
modeled by characterizing the S/PGW-C and 
S/PGW-U VNFCs in terms of the CP and UP 
load that the respective VNFCs process. With 
reference to Fig. 2b, the total CP load incident 
on a single S/PGW-C instance is the sum of the 
CP loads from the policy and charging rules 
function (PCRF) and a proportion of the total 
S11 load from the associated MMPs.

Similarly, the total load processed by a sin-
gle S/PGW-U instance is the proportion of the 
S11 load (i.e. CP load) from the S/PGW-C and 
the S1U load (i.e. UP load) from the associated 
eNBs (Fig. 2b).

dEPloyMEnt strAtEgIEs
Following are the two constraint-based and heu-
ristically derived deployment strategies:
• Vertical serial deployment (VSD) strategy
• Horizontal serial deployment (HSD) strategy

Both strategies deploy VNFCs serially such 
that the vMME VNFCs (i.e. SLBs and MMPs) 
are deployed first, followed by the vS/PGW 
VNFCs (i.e. S/PGW-C and S/PGW-U). In VSD, 
VNFCs are deployed from top to bottom on 
servers of one rack, and when no more resources 
are available in the rack, VNFCs are deployed on 
to the servers in the next rack. In HSD, VNFCs 
are deployed on the first available server in a 
rack, then moving on to the next available serv-
er on the next rack, and so on until all VNFCs 
are deployed. In other words, considering the 
access layer as an m  n matrix, in VSD, VNFCs 
are deployed column-wise, whereas in HSD the 
VNFCs are deployed row-wise. 

While deploying, the VSD/HSD deployment 
strategy will take into account the (anti)affinity 
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Figure 4. Average number of active cores per rack: a) VSD; b) HSD.
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Table 1. Simulation parameters.

Parameter Notation Value

Total CPU cores per VNFC Ncore 4

eNB per SLB NeNB 100

Number of S/PGW-U per SPGW-C NSPGWU 6

Maximum S1C load per MMP LS1C,max 500,000 ev/hr

Maximum S11 load per SPGW-C LS11,max 1,000,000 ev/hr

Maximum S11 load per SPGW-U LS11,max 166666.7 ev/hr

CP load demand (ev/hr) Ccp
x * LS1C,max

where x = 0.25, 0.50, 0.75, 1.0

Number of eNBs, where each value 
corresponds to the respective value of Ccp

NeNB [1500, 2000, 2500, 3000]

Average CP packet size (in bytes) 192

Average number of messages per CP event 6

UP load demand (Gb/s) Cup 64, 128, 256, 512

UP packet size (in bytes) 512

VNFC

MMPi

SPGWUi

MMPi

SPGWCi

SPGWCi

SLBi
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between respective VNFCs, system reliability, 
server resources in terms of available CPU cores, 
and the network resources such as the capacity of 
the network interfaces on the servers and of the 
links in DCI. The following constraints are also 
taken into consideration during deployment:
• For reliability, a single server may not have 

more than one instance of the S/PGW-U 
belonging to the same logical vS/PGW.

• Each time a VNFC is instantiated, the asso-
ciated standby VNFC will also be instantiated.

• A single server shall not host the active and 
standby instances of a particular VNFC.

• A VNFC is deployed only if the server has 
the CPU cores required by the target VNFC.
In both VSD and HSD, any server that may 

not have the resources required for a particu-
lar VNFC or does not offer affinity with any of 
the previously installed VNFCs is skipped over. 
For our analysis, and for the sake of simplici-
ty, we assume that the servers are all dedicated 
for vEPC system deployment and no other third 
party services are running on them.

PErForMAncE EVAluAtIon
In order to compare and analyze the cost impact 
of the VSD and HSD deployment strategies on 
the DCI computing and networking resources, we 
perform experiments on our evaluation framework 
using CP load (Ccp) and UP load (Cup) values 
based on conservative estimates during a busy hour 
period. According to [15], a MME can experience 
a sustained signaling load of 500 to 800 messages 
per UE during busy hours, and up to 1500 mes-
sages per UE per hour under adverse conditions. 
Furthermore, according to [16] the chattiest appli-
cations can generate up to 2400 signaling events 
per hour. Based on these observations, we assume 
90 users per eNB that generate the bulk of traffic 
events. For our scenario, we assume 5 percent of 
users generating 2400 events/hr, 25 percent pro-
ducing 800 events/hr, and 70 percent producing 
500 events/hr during busy hours. Thus during busy 
hours a vEPC system will encounter 60300 events/
hr from a single eNB. Based on the incident load, 
the vEPC system model with the help of equations 
1-6 will compute the required number of VNFCs. 
These VNFCs are then deployed by the respective 
deployment strategy (i.e. HSD and VSD) on the 
DCI model in view of the constraints and affinity 
between the relevant VNFCs. The access layer of 
the DCI is modeled as a 4  45 matrix, and all of 
the 180 servers have 16 cores each.

For simplicity, we assume all VNFCs are 
assigned four CPU cores during deployment. Our 
evaluation framework also provides the standby 
VNFCs based on 1+N redundancy, but as we are 
not considering a failure scenario, we will not con-
sider the standby VNFCs and corresponding links 
for throughput calculations. We also ignore the 
LPCRF during calculations. The rest of the param-
eters used in our simulation framework are listed 
in Table 1, which are derived from equations 1-6 
while based on assumptions described above.

The performance of two deployment strat-
egies (i.e. VSD and HSD) are measured with 
respect to the average number of active cores uti-
lized per rack (Fig. 4) and the average through-
put per rack (Fig. 5) for four Ccp values. 

As is evident, the deployment strategy has a 
marked and substantial effect on the distribution 
of the number of active cores on a per rack basis. 
With VSD (Fig. 4a), 100 percent of all cores (and 
hence all servers) are utilized in rack-1, while the 
cores in other racks become sequentially active 
with increasing load. As a result, there are load 
conditions where a rack (and hence the servers 
in it) may remain completely inactive and un-uti-
lized. For example, the servers in rack-4 remain 
un-utilized for Ccp = 12.5  106 ev/hr and Ccp = 
25  106 ev/hr. This will cause uneven load distri-
bution over the access links and hence the ToR 
switches, where one link or switch may become 
overloaded, while the others may remain un/
under-utilized. This is evident from Fig. 4a, where 
the load is unevenly distributed among servers in 
the four racks. For example, for Ccp = 50  106 
ev/hr, all the load is on servers on racks 3 and 4, 
whereas racks 1 and 2 have no load on them. 

In contrast to VSD, HSD deploys VNFCs 
evenly across the racks, resulting in even and 
optimum utilization of the computing and net-
working resources under all load conditions. This 
can be observed from Fig. 4b, where under all 
load conditions, VNFCs are evenly deployed 
across the racks and thus the CPU core assign-
ment is even. This will also ensure even distribu-
tion of load over the access links, and hence the 
ToR switches, as evident from Fig. 5b. 

Thus ,in contrast to VSD, the HSD strate-
gy results in the optimal utilization of the DCI 

Figure 5. Average throughput per active server for UP load = 512 Gb/s: a) 
VSD; b) HSD.
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resources without overloading any particular set 
of servers, and the resources scale evenly with 
an increase in input load. This marked differ-
ence in performance is due to the fact that in 
HSD, VNFCs are deployed horizontally on avail-
able servers across different racks, as opposed to 
VSD, where all resources of one rack need to be 
allocated before moving to the next rack.

conclusIon
In this article we propose and analyze two 
deployment strategies, namely HSD and VSD, 
for initial deployment of multiple VNF(C)s con-
stituting a VNI on the operator’s DCI. The per-
formance is analyzed in terms of the cost incurred 
by the respective deployment strategy, where the 
cost is measured in terms of the utilization of a 
DC’s computing and networking resources. The 
analysis is presented with reference to deploying 
a vEPC NS for providing EPCaaS.

As is evident from the results, for specific load 
profile, the total number of active servers and 
active cores are the same for both HSD and VSD. 
However, HSD delivers the best performance in 
terms of even distribution of load over all servers, 
access links, and hence the ToR switches. 

In fact, for higher load profiles, HSD will 
result in reduced average throughput per active server 
as the load is evenly distributed across all racks while 
the number of active servers increases. In contrast 
to HSD, VSD is not efficient as it causes uneven 
distribution of VNFCs and hence load on particular 
servers. This may make specific racks, and hence the 
servers therein and associated links, to be 100 per-
cent utilized while some other racks with servers may 
remain underutilized, or not utilized at all. 

At present a scalable NFV deployment plan-
ning and auto-evaluation tool is being developed 
based on the work presented in this article. Such 
a tool is expected to aid DC operators with a 
quick analysis of their deployment policy, thus 
enabling them to appropriately dimension their 
respective DCIs to meet the expected peak traf-
fic demands while optimizing the utilization of 
available resources. In the near future this tool 
will be integrated as part of an NFV DevOps 
solution that is in the planning stage.
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